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-----CARL G. HEMPEL-----. 

The Theoretician's Dilemma 
A STUDY IN THE LOGIC OF THEORY CONSTRUCTION 

I. Deductive and Inductive Systematization 
Scientific research in its various branches seeks not merely to record 

particular occurrences in the world of our experience: it tries to discover 
regularities in the flux of events and thus to establish general laws which 
may be used for prediction, postdiction! and explanation. 

The principles of Newtonian mechanics, for example, make it pos­
sible, given the present positions and momenta of the celestial objects 
that make up the solar system, to predict their positions and momenta 
for a specified future time or to postdict them for a specified time 
in the past; similarly, those principles permit an explanation of the 
present positions and momenta by reference to those at some earlier 
time. In addition to thus accounting for particular facts such as those 
just mentioned, the principles of Newtonian mechanics also explain 
certain "general facts," i.e., empirical uniformities such as Kepler's laws 
of planetary motion; for the latter can be deduced from the fonner' 

Scientific explanation, prediction, and postdiction all have the same 
logical character: they show that the fact under consideration can be 
inferred from certain other facts by means of specified general laws. In 
the simplest case, this type of argument may be schematized as a deduc­
tive inference of the following form: 

(U)	 C" C, C. 
L"L, .. L, 

E 

AUTHOR'S NOTE: I am indebted to the Council of the Humanities at Princeton Uni­
versity for the award of a Senior Fellow$hip for the academic year 1956-57, which, 
by reducing my teaching load, gave me additional time for research. The present study 
is part of the work done during my tenure as a Senior Fellow. 
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Here, C J.• C2, Ck are statements of particular oceurrences (e.g., of the 
position and momenta of eertain celestial bodies at a specified time), 
and L L" ... L, are general laws (e.g., those of Newtonian mechan­" 
ics); finally, E is a sentence statiug whatever is being explained, pre­
dicted, or postdicted. And the argument has its intended force only 
if its conclusion, E, follows deductively from the premises.3 

While explanation, prediction, and postdiction are alike in their logi­
cal structure, they differ in certain other respects. For example, an argu­
ment of the form (1.1) will qualify as a prediction only if E refers to 
an Occurrence at a time later than that at which the argument is offered; 
in the case of a postdiction, the event must occur before the presenta­
tion of the argument. These differences, however, require no fuller study 
here, for the purpose of the preccding discussion was simply to point out 
the role of general laws in scientific explanation, prediction, and post­
diction. 

For these three types of scientific procedure, we will use the common 
term '(deductive) systematization'. More precisely, that term will be 
used to refer, first, to any argument of the form (1.1) that mects the 
requirements indicated above, no matter whether it serves as an explana. 
tion, a prediction, a postdiction, Or in still some other capacity; second, 
to the procedure of establishing arguments of the kind just character­
ized. 

So far, we have considered only those cases of explanation, predietion, 
and reJated procedures which ca.n be construed as deductive arguments. 
There are many instances of scientific explanation and prediction, how­
ever, which do not fall into a strictly deductive pattern. For example, 
when JOhnny COmes down with the mcasles, this might be explained by 
pointing out that he caught the disease from his sister, who is just 
recovering from it. The particular antecedent facts here invoked are 
that of Johnny's exposure and, let us assume, the furthcr fact that 
Johnny had not had the measles previously. But to connect these with 
the eveut to be cxplained, we cannot adduce a general law to the effect 
that under the specified circumstances, the measles is invariably trans. 
mitted to the exposed person: what can be asserted is only a high proba­
bility (in the sense of statistical frequency) of transmission. The same 
type of argument can be used also for predicting or postdieting the 
oceurrence of a case of the measles. 

Similarly, in a psychoanalytic explanation of the neurotie behavior of 
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an adult by reference to certain childhood experiences, the generaliza­
tions which might be invoked to connect the antecedent events with 
those to be explained can be construed at best as establishing more or 
less high probabilities for the connections at hand, but surely not as 
expressions of unexceptional uniformities. 

Explanations, predictions, and postdictions of the kind here illustrated 
differ from those previously discussed in two important respects: The 
laws invoked are of a different form, and the statement to be established 
does not follow deductively from the explanatory statements adduced. 
We will now consider these differences somewhat more closely. 

The laws referred to in connection with the schema (1.1), such as 
the laws of Newtonian mechanics, are what we will call statements of 
strictly universal form, or strictly universal statements. A statement of 
this kind is an assertion-which may be true or false-to the effect that 
all caSes which meet certain specified conditions will unexceptionally 
have such and such further characteristics. For example, the statement 
'All crows are black' is a sentence of strictly universal form; and so is 
Newton's first law of motion, that any material body which is not acted 
upon by an external force persists in its state of rest or of rectilinear 
motion at constant speed. 

The laws invoked in the second type of explanatory and related argu­
ments, on the other hand, are, as we will say, of statistical form; they 
are statistical probability statements. A statement of this kind is an 
assertion-which may be true or false-to the effect that for cases which 
meet conditions of a specified kind, the probability of having such and 
such further characteristics is so·and-so much' 

To put the distinction in a nutshell: A strictly universal statement of 
the simplest kind has the form 'All cases of P are cases of Q'; a statisti­
cal probability statement of the simplest kind has the form 'The proba­
bility for a case of P to be a case of Q is r.' While the former implies 
an assertion about any particular instance of P-namely, that it is also 
an instance of Q-the latter implies no similar assertion concerning any 
particular instance of P or even concerning any finite set of such in­
stances.~ This circumstance gives rise to the second distinctive charac­
teristic mentioned above: the statement E describing the occurrence 
under explanation or prediction or postdiction (for example, Johnny'S 
catching the measles) is not logically deducible from the explanatory 
statements adduced (for example, (e, ) Johnny was exposed to the 
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measles; (C2 ) Johnny had not previously had the measles; (L) For 
persons who have not previously had the measles and are exposed to 
it, the probability is .92 that they will contract the disease); rather, on 
the assumption that the explanatory statements adduced are true, it 
is very likely, though not certain, that E is tme as well. This kind of 
argument, therefore, is inductive rather than strictly deductive in char~ 

acter: it calls for the acceptance of E on the basis of other statements 
which constitute only partial, if strongly supporting, grounds for it. An 
argument of this kind-no matter whether it is used for explanation, 
prediction, or postdiction, or for yet another purpose-will be called an 
inductive systematization. In particular, we will assume of an inductive 
systematization that the conclusion is not logically implied by the 
premises' Again, the procedure of establishing an argument of the 
kind just described will also be called inductive systematization. 

By way of further illustration, let us note here two explanatory argu­
ments which are of the inductive kind just characterized. They are 
adduced by von Mises in a statement to the effect that thc cveryday 
notion of causal explanation will eventually adjust itself to changes in 
the logical form of scientific thcories (espeeially to the use of statistical 
probability statements as explanatory principles): "We think," von 
Mises says, that "people will gradually came to be satisfied by causal 
statements of this kind: It is because the die was loaded that the 'six' 
shows more frequently (but we do not know what the next number 
will be); or: Because the vacuum was heightened and the voltage in­
creased, the radiation became more intense (but we do not know the 
precise number of scintillations that will occur in the next minute)." 1 

Clearly, both of these statements can be construed as inductive explana­
tions of certain physical phenomena. 

All the cases of scientific systematization we have considered share 
this characteristic: they make use of general laws or general principles 
either of strictly universal or of statistical form. These general laws have 
the function of establishing systematic connections among empirical 
facts in such a way that with their help some empirical occurrences may 
be inferred, by way of explanation, prediction, or postdiction, from other 
such occurrences. When, in an explanation, we say that the event de­
scribed by E occurred "because" of the circumstances detailed in Ch Cz 
. . . C.. that phrase has significance if it can be construed as referring 
to general laws which render C lJ Cz ... C t relevant to E in the sense 
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that, granted the truth of the former, they make the truth of the latter 
either certain (as in a deductive systematization) or inductively probable 
(as in an inductive systematization). It is for this reason that the es­
tablishment of general laws is of crucial importance in the empirical 
sciences. 

2. Observables and Theoretical Entities 
Scientific systematization is ultimately aimed at establishing explana­

tory and predictive order among the bewilderingly complex "data" of 
our experience, the phenomena that can be directly "observed" by us. 
It is a remarkable fact, therefore, that the greatest advances in scientifie 
systematization have not been accomplished. by means of laws referring 
explicitly to observables, i.e., to things and events which are ascertain­
able by direct observation, but rather by means of laws that speak of 
various hypotheti~al, or theoretical, entities. i.e., presumptive objects, 
events, and attributes which CJnnot be perceived or otherwise directly 
obscrved by us. 

For a fuller discussion of this point, it will be helpful to refer to the 
familiar distinction between two levels of scientific systematization: the 
level of empirical generalization, and the level of theory formation.' 
The early stages in the development of a scientific discipline usually 
belong to the former level, which is characterized by the search for laws 
(of universal or statistical form) which establish connections among the 
directly observable aspects of the subject matter under study. The more 
advanced stages belong to the second level, where research is aimed at 
comprehensive laws, in terms of hypothetical entities, which will account 
for the uniformities established on the first level. On the first level, we 
find everyday physical generalizations such as 'Where there is light there 
is heat,' 'Iron rusts in damp air,' 'Wood floats on water. iron sinks in it'; 
but we might assign to it also snch more precise quantitative laws as 
Galileo's, Kepler's, Hooke's, and Snell's laws, as well as botanical and 
zoological generalizations about the concomitance of certain observable 
anatomical, physical, functional, and other eharacteristics in the mem­
bers of a given species; generalizations in psychology that assert correla­
tions among diverse observable aspects of learning, of perception, and 
so forth; and various descriptive generalizations in economics, sociology, 
and anthropology. All these generalizatiOns, whether of strictly universal 
or of statistical form, purport to express regular connections among 
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directly observable phenomena, and they lend tbemselves, therefore, to 
explanatory, predictive, and postdictive use. 

On the second level, we encounter general statements that refer to 
e1eelric, magnetic, and gravitational fields, to molecules, atoms, and a 
variety of subatomic particles; or to ego1 id, superego, libido, sublima~ 

tiOD, fixation, and transference; or to various not directly observable 
entities invoked in recent learning theories. 

In accordance with the distinction here made, we will assume that the 
(extra-logical) vocabulary of empirical science, or of any of its branches, 
is divided into two classes: observational terms and tbeoretical terms. In 
regard to an observational term it is possible, under suitable circum­
stances, to decide by means of direct observation whether the term does 
or does not apply to a given situation. 

Observation may here be construed so broadly as to include not only 
perception, but also sensation and introspection; or it may be limited 
to the perception of what in principle is publicly ascertainable, i.e., per­
ceivable also by others. The subsequent discussion will be independent 
of how narrowly or how liberally the notion of observation is construed; 
it may be worth noting, however, that empirical science aims for a 
system of publicly testable statements, and that, accordingly, the ob­
servational data whose correct predielion is the hallmark of a successful 
theory are at least thought of as couched in terms on whose applicability 
in a given situation different individuals can decide, with high agree­
ment, by means of direel observation. Statements whieh purport to 
describe readings of measuring instruments, changes in color or odor 
accompanying a chemical rcaction, utterances made, or other kinds of 
overt behavior shown by a given subject under specified observable con­
ditions-these all illustrate the use of intersub;ectively applicable ob­
servational terms.' 

Theoretical tenus, on the other hand, usually purport to refer to not 
directly observable entities and their characteristics; they function, in a 
manner soon to be examined more closely, in scientific theories intended 
to explain empirical generalizations. 

The preceding characterization of the two vocabularies is obviously 
vague; it offers no precise criterion by means of which any scientific term 
may be unequivocally classified as an observational term or as a theo­
retical one. But no such preeise criterion is needed here; the questions 
to be examined in this essay arc independent of precisely where the 
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dividing line between the terms of the observational aud the theoretical 
vocabularies is drawn. 

3. Why Theoretical Terms? 
The use of theoretical terms in science gives rise to a perplexing 

problem: Why should science resort to tbe assumption of hypothetical 
entities when it is interested in establishing predictive and explanatory 
connections among observables? \Vould it not be sufficient for the 
purpose, and much less extravagant at that, to search for a system of 
general laws mentioning only observables, and thus expressed in terms 
of the observational vocabulary alone? 

Many general statements in terms of observables have indeed been 
formulated; they constitute the empirical generalizations mentioned in 
the preceding section. But, vexingly, many, if not all, of them suffer 
from definite shortcomings: they usually have a rather limited range of 
application; and even within that range, they have exceptions, so that 
actually they are not true general statements. Take, for example, One 
of our earlier illustrations of an empirical generalization: 

(3.1) Wood floats on water; iron sinks in it. 

This statement has a narrow range of application in the sense that it 
refers only to wooden and iron objects and concerns their floa ting be­
havior only in regard to water. lO And, what is even more important, it 
has exceptions: certain kinds of wood will sink in water, and a hollow 
iron sphere of suitable dimensions will 80at on it. 

As the history of science shows, flaws of this kind ean often be 
remedied by attributing to the phenomena under study cerl:iin further 
constituents or characteristics which, though not open to direct observa­
tion, are connected in specified ways with the observable aspects of the 
subject matter under investigation, and which make it possible to estab­
lish systematic connections among the latter. By way of illustration­
though it is admittedly an oversimplified one-consider the sentence 
(3.1). A much more satisfactory generalization is obtained by means of 
the concept of the specific gravity of a body x, which is definable as 
the quotient of its weight and its volume: 

(3.2) Def.: six) =w(x)/v(x)
 

Let us assume that wand v have been characterized operationally, i.e.,
 
in terms of the directly observable outcomes of specified measuring pro­
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ccelmes. and that therefore they arc counted among the observablcs. 
Then 5, as determined by (11), might be viewed as a characteristic that 
is less directly oDservable; and. just for the sake of obtaining a simple 

ilillStratiolJ, we will c1a.~sify s as a hypothetical entity. For s, we may now 
state the following generalization, which is a corollary of the principle 
of Archimedes: 

(3.3)	 A solid body floats on a liquid if its specifie gravity is less than 
that of the liquid. 

This statement avoids, first of all, the exceptions we noted above as 
refuting (3.1): it predicts correctly the behavior of a piece of heavy 
wood and of a hollow iron sphere. Moreover, it has a much wider scope: 
it refers to any kind of solid object and concerns its floating behavior 
in regard to any liquid. Even the new generalization has certain limita­
tions. of course, and thus invites further im provement. But instead of 
pursuing this process, let us now examine more closely the way in which 
a systematic connection among observables is achieved, in our illustra­
tion, by the law (3.3), which involves a detour through the domain of 
unobservables. 

Suppose that we wish to predict whether a certain solid object b will 
float on a given body I of liquid. We will then first have to ascertain, 
by appropriate operational procedure, the weight and the volume of b 
and 1. Let the results of these measurements be expressed by the fol­
lowing fouf statements Oil O2• 0 3, 0.: 

(3.4)	 (0,) w(b) == WI; (0,) v(b) == v, 
(0,) w(l) == w,; (0.) v(l) == v, 

where Wl, W2. VI, V2, arc certain positive real numbers. By means of the 
definition (3.2), we can infer, from (3.4), the specific gravities of b 
and I: 

(3.5)	 s (b) == W';Vl; s (I) == w';v, 

Suppose now that the first of these values is less than the second; then 
(3.4), via (3.5) implies that 

(3.6)	 sib) <s(l) 

By means of the law (3.3), we can now infer that 

(3.7)	 b floats on I 

This sentence will also be called 0,. The sentences 0 .. 0" 0" 0., O. 
then share the characteristic that they are expressed entirely in terms of 
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the observational vocabulary; for on om 3.~sllmption, '\'t' and 'v' In; oh 
servational terms, and so are 'b' and '1', which name certain ohservable 
bodies; finally, 'Boats on' is an observational term because uneler .~llit­

able circumstanees. direct observation will show whether d given oh­
servable object floats on a given observable liquid. On the other hand, 
the sentenees (3.2), (3.3), (3.5), and (3.6) lack that characteristic. for 
they all eontain the term 's', which, in our illustration. helongs to the 
theoretical vocabulary. 

The systematie transition from the "observational data" listed ill (3.4) 
to the prediction (3.7) of an observable phenomenon is schcmatlzed in 
the accompanying diagram. Here, an arrow represents a dcductl\'e m­

0tl (3.2) I 
O,f----->s(b)==vl/w,	 (3.9) 

(3.8) 0"1 (3.2) Jf -----> s(b) < s(l) --> 0·,0: -----> s (I) == v';w, 

I 
Data de­
scribed 
in terms 
of observ· 

I I--=--_~_----,-_.,,-----,-_ 
Systematic connection effected 
by statements making refcr­
ence to nou-obscrvabJes 

Prediction 
in terms of 
observables 

abIes 

ference; mention, above an arrow, of a further sentence indicates that 
the deduetion is eflected by means of that sentence, i.e., that the con­
clusion stated at the right end follows logically from the premises listed 
at the left, taken in conjunction with the sentence mentioned above the 
arrow. Note that the argument just considered illustrates the schema 
(1.1), with 0" 0" 0" O. eonstituting the statements of particular facts, 
the sentences (3.2) and (3.3) taking the place of the general laws, and 
0, that of EY 

Thus, the assumption of non·observable entities serves the purposes 
of systematization: it provides connections among observables in the 
form of laws containing theoretical terms, and this detour via the 
domain of hypothetical entities offers certain advantages, SOme of which 
were indicated above. 

In the case of our illustration, however, brief refleetion will show that 
the advantage, obtained by the "theoretical detour" eould jnst as well 
have been obtained without ever resorting to the use of a theoretical 
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term. Indeed, by virtue of the definition (3.2), the law (3.3) can be 
restated as follows: 

(3.3') A solid body floats on a liquid if the quotient of its weight and 
its volume is less than the corresponding quotient for the liquid. 

This alternative version clearly shares the advantages we found (3.3) to 
have over the crude generalization (3.1); and, of course, it permits the 
deductive transition from 0" 0" 0" 0, to 0, just as well as does (3.3) 
in conjunction with (3.2). 

The question arises therefore whether the systematization achieved 
by general principles containing theoretical terms can always be dupli­
cated by means of general statements couched exclusively in observa­
tional terms. To prepare for an examination of this important problem, 
we must first consider more closely the form and function of a scientific 
theory. 

4. Structure and Interpretation of a Theory 
Formally, a scientific theory may be considered as a set of sentences 

expressed in terms of a specific vocabulary. The vocabulary, VT, of a 
theory T will be understood to consist of the extralogical terms of T, 
i.e., those which do not belong to the vocabulary of pure logic. Usually, 
some of the terms of V are defined by means of others; but, on pain 
of a eircle or an infinite regress, not all the terms of V can be so de­
fined. Hence, V may be assumed to be divided into two subsets: primi­
tive terms-those for which no definition is specified-and defined terms. 
Analogously, many of the sentences of a theory are derivable from others 
by means of the principles of deductive logic (and of the definitions 
of the defined terms); but, on pain of a vicious circle or an infinite 
regress in the deduction, not all of the theoretical sentences can be 
thus established. Hence, the set of sentences asserted by T falls into 
two subsets: primitive sentences, or postulates (also called axioms), and 
derivative sentences, or theorems. Henceforth, we will assume that theo­
ries are given in the form of axiomatized systems as here described; i.e., 
by listing, first, the primitive and the derivative terms and the defini­
tions for the latter, second, the postulates. In addition, the theory will 
always be thought of as formulated within a linguistic frameWork of 
a clearly specified logical strneture, which determines, in particular, the 
rules of deductive inference. 

The classical paradigms of deductive systems of this kind are the 
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axiomatizations of various mathematical theories, such as Euclidean, and 
various forms of non-Euclidean geometry, and the theory of groups 
and other branches of abstract algebra; 12 but by now, a number of 
theories in empirical seience have likewise been put into axiomatic form, 
or approximations thereof; among them, parts of classical and relativistic 
mechanics,13 certain segments of biological theory 14 and some theoreti­
cal systems in psychology, especially in the field of learning; 15 in eco­
uomic theory, the concept of utility, among others, has received axi~ 

matic treabnent.10 

If the primitive terms and the postulates of an axiomatized system 
have been specified, then the proof of theorems, i.e., the derivation of 
further sentences from the primitive ones-can be earried out by means 
of the purely formal canons of deductive logic, and thus, without any 
reference to the meanings of the terms and sentences at hand; indeed, 
for the deductive development of an axiomatized system, no meanings 
need be assigned at all to its expressions, primitive or derived. 

However, a deductive system can function as a theory in empirical 
science only if it has been given an interpretation by reference to em­
pirical phenomena. We may think of such interpretation as being 
effected by the specification of a set of interpretative sentences, which 
connect certain terms of the theoretical vocabulary with observational 
terms." The character of these sentences will be examined in consid­
erable detail in subsequent sections; at present may be mentioned, 
merely as an example, that interpretative sentences might take the form 
of so-ealled operational definitions, i.e., of statements specifying the 
meanings of theoretical terms with the help of observational ones; of 
special importance among these are rules for the measurement of theo­
retical quantities by reference to observable responses of measuring in­
struments or other indicators. 

The manner in which a theory establishes explanatory and predictive 
connections among statements couched in observational tenns CC\Il now 
be illustrated in outline by the following example. Suppose that the 
Newtonian theory of mechanies is used to, study the motions, under 
the exclusive influence of their mutual gravitational attraction, of two 
bodies, such as the components of a double-star system, or the moon 
and a rocket coasting freely 100 miles above the moon's surface. On 
the basis of appropriate observational data, each of the two bodies may 
be assigned a certain mass, and, at a given instant to, a certain position 
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and velocity in some specified lramc 01 relerence. Thus, a first step is 
taken which leads, via interpretative sentences in the lorm 01 rules 01 
measurement, from certain statements Ob O2 ... Ok which describe 
observable instrument readings, to certain theoretical statements, say 
H" H, ... He which assign to each 01 the two bodies a specific numeri­
cal value of the theoretical quantities mass, position, and velocity. From 
these statements, the lawai gravitation, which is couched entirely in 
theoretical terms, leads to a lurther theoretical statement, H" which 
specifies the lorce 01 the gravitational attraction the two bodies exert 
upon each other at to; and H, in conjunction with the preceding thea· 
retieal statements and the laws of Newtonian mechanics implies, via a 
deductive argument involving the principles 01 the calculus, certain 
statements Hs, Hu, H lO, Hn , which give the positions and velocities of 
the two objects at a specified later time, say t1 . Finally, use in reverse 
01 the interpretative sentences leads, lrom the last lour theoretical state­
ments, to a set of sentences 0'1, 0'2 ... 0'00, which describe observ­
able phenomena, namely, instrument readings that are indicative of the 
predicted positions and velocities. 

By means 01 a schema analogous to (3.8), the procedure may be 
represented as lollows: 

R G 
(4.1)	 -{O" 0, ... 0.1- --> -{H" H, ... Hel- --> -{Hi, H, ... He, H,I­

LM R 
--> -{He, H" Hio, Hal- --> -{O'" 0'2 ... 0'ml-

Here, R is the set of the rules of measurement for mass, position, 
and velocity; these rules constitute the interpretative sentences; G is 
Newton's lawai gravitation, and LM are the Newtonian laws 01 motion. 

In rderence to psychology, similar schematic analyses 01 the lunetion 
01 theories or 01 hypotheses involving "intervening variables" have re­
peatedly been presented in the methodological literature" Here, the 
observational data with which the procedure starts usually concern cer­
tain observable aspects 01 an initial state 01 a given subject, plus certain 
observable stimuli acting upon the latter; and the final observational 
statements deseribe a response made by the subject. The theoretical 
statements mediating the transition lrom the lormer to the latter reler 
to various hypothetical entities. such as drives, reserves, inhibitions, or 
whatever other not directly observable characteristics, qualities, or psy­
ehological states are postulated by the theory at hand. 
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5. The Theoretician's Dilemma 
The preceding account 01 the lunction 01 theories raises anew the 

problem encountered in section 3, namely, whether the theoretical 
detour, through a domain 01 not directly observable things, events, or 
characteristics cannot be entirely avoided. Assume, lor example, that­
as will allen be the case-the interpretative sentences as well as the 
laws asserted by the theory have the lorm 01 equations which connect 
certain expressions in terms of theoretical quantities either with other 
such expressions, or with expressions in terms of observable quantities. 
Then the problem can be stated in Hull's succinctlormulation: "II you 
have a secure equational linkage extending lrom the antecedent observ­
able conditions through to the consequent observable conditions, why, 
even though to do so might not be positively pernicious, use several 
equations where one would do?" 19 Skinner makes the same point in 
more gener.J.I form when he criticizes the construction, in psychological 
theories, of causal chains in which a first link consisting of an observable 
and controllable event is connected with a final ("third") one 01 the 
same kind by an intermediate link which usually is not open to observa· 
tion and control. Skinner argues: "Unless there is a weak spot in our 
causal ehain so that the second link is not lawlully determined by the 
first, or the third by the second, then the first and third links must be 
lawlully related. II we must always go back beyond the second link lor 
prediction and control, we may avoid many tiresome and exhausting 
digressions by examining the third link as a lunction 01 the first." 20 

The conclusion suggested by these arguments might be called the 
paradox 0/ theorizing. It asserts that il the terms and the general prin­
ciples 01 a scientific theory serve their purpose, i.e., il they establish 
definite connections among observable phenomena, then they can be 
dispensed with since any chain 01 laws and interpretative statements 
establishing such a connection should then be replaceable by a law 
which directly links observational antecedents to observational conse­

quents. 
By adding to this crucial thesis two lurther statements which are 

obviously true, we obtain the premises lor an argnment in the classical 

lorm 01 a dilemma: 
(5.1.) II the terms and principles 01 a theory serve their purpose they 

are unnecessary, as just pointed out, and if they don't serve their 
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purpose they are surely unnecessary. But given any theory, its 
terms and principles either serve their purpose or they don't. 
Hence, the terms and principles of any theory are unnecessary. 

This argument, whose conclusion accords well with the views of ex­
treme methodological behaviorists in psychology, will be called the 
theoretician's dilemma. 

However, before yielding to glee or to gloom over the outcome of 
this argument, it will be well to remember that the considerations 
adduced so far in support of the crucial first premise were formulated 
rather sketchily. In order to form a more careful judgment on the issue, 
it will therefore be necessary to inquire whether the sketch can be filled 
in so as to yield a cogent argument. To this task we now turn. 

6. Operational Definitions and Reduction Sentences 
It will be well to begin by considering more closely the character of 

interpretative sentences. In the simplest case, such a sentence could be 
an explicit definition of a theoretical expression in terms of observa­
tional ones, as illustrnted by (3.2). In this case, the theoretical term 
is unnecessary in the strong sense that it can always be avoided in favor 
of an observational expression, its dcfiniens. If all the primitives of a 
theory T are thus defined, then clearly T can be stated entirely in ob­
servational terms, and all its general 'principles will indeed be laws that 
directly connect observables with observables. 

This would be true, in particular, of any theory that meets the stand­
ards of operationism in the narrow sense that each of its terms is intro· 
duced by an explicit definition which states an observable response 
whose occurrence is necessary and sufficient, under specified observable 
test conditions, for the applicability of the term in question. Suppose, 
for example, that the theoretical term is a one-place predicate, or prop­
erty term, 'Q'. Then an operntional definition of the kind just men­
tioned would take the form 

(6.1) DeL Qx"" (Cx :::J Ex) 

i.e., an object x has (by definition) the property Q if and only if it 
is such that if it is under test conditions of kind C, then it exhibits 
an effect, or response of kind E. Tolman's definition of expectancy of 
food provides an illustration: "\Vhen we assert that a rat expects food 
at L, what we assert is that jf (I) he is deprived of food, (2) he has 
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been trained On path P, (3) he is now put on path P, (4) path P is 
now blocked, and (5) there are other paths which lead away from path 
P, one of which points directly to location L, then he will run down 
the path which points directly to location L." 21 We can obtain this 
formulation by replacing, in (6.1), 'Qx' by 'rat x expects food at loca­
tion L: 'Cx' by the conjunction of the conditions (I), (2), (3), (4), 
(5) for rat x, and 'Ex' by 'x runs down the path which points directly 
to location L.' 

However, as has been shown by Carnap in a now classical argument,72 
this manner of defining scientific terms, nO matter how natural it may 
seem, encounters a serious difficulty. For on the standard extensional 
interpretation, a conditional sentence, such as the definiens in (6.1), is 
false only if its antecedent is true and its consequent false. Hence, for 
any object which does not satisfy the test conditions C, and for which 
therefore the antecedent of the definiens is false, the definiens as a 
whole is true; consequently, such an object will be assigned the prop­
erty Q. In terms of our illustration: of any rat not exposed to the 
conditions (1 )-( 5) just stated, we would have to say that he expected 
food at L-no matter what kind of behavior the rat might exhibit. 

One way out of this difficulty is suggested by the following con­
siderntion. In saying that a given rnt expects food at 1., we intend to 
attribute to the animal a state or a disposition which, under circum­
stances (I )-( 5), will cause the rnt to run down the path pointing 
directly to L; hence, in a proper operntional definition, E must be tied 
to C nomologically, Le., by virtue of general laws of the kind expressing 
causal connections. The extensional 'if . . . then .. .'-which requires 
neither logical nor nomological necessity of connection-would there­
fore have to be replaced in (6.1) by a stricter, nomological counterpart 
that might be worded perhaps as 'if ... then, with causal necessity, 
.. .' However, the ideas of law and of causal or nomological necessity 
as here invoked are not clcar enough at present to make this approach 
seem promising.2S 

Carnap" has proposed an alternative way of meeting the difficulty 
encountered by definitions of the form (6.1); it consists in providing 
a partial rather than a complete specification of meaning for 'Q'. This 
is done by mcans of so-called reduction sentences; in the simplest case, 
(6.1) would be replaced by the following bil.teral rednction sentence: 

(6.2)	 Cx:::J (Qx "" Ex) 
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i.e., if an object is under test conditions of kind C, then it has the 
property Q if and only if it exhibits a response of kind E. Here, the use 
of extensional connectives no longer has the nndesirable aspects it ex­
hibited in (6.1); if an object is not under test conditions C, then the 
entire formula (6.2) is true of it, but this implies nothing as to whether 
the object does, or does not, have the property Q. On the other hand, 
while (6.1) offers a full explicit definition of 'Q', (6.2) specifies the 
meaning of 'Q' only partly, namely, for just those objects that meet 
condition C; for those wbich don't, the meaning of 'Q' is left unspeci­
fied. In our illustration, for example, (6.3) would specify the meaning 
of 'x expects food at L' only for rats that meet conditions (I )-(5); for 
them, mnning down the path which pointed to L would be a necessary 
and sufficient condition of food expectancy. In reference to rats that 
don't meet the test conditions (I )-( 5), tbe meaning of 'x expects food 
at L' would be left open; it could be further specified subsequently by 
means of additional reduction sentences. 

In fact, it is this interpretation which is required for Tolman's con­
cept of food expectancy. For while the passage quoted above seems to 
have exactly the form (6.1), this construal is ruled out by the follow­
ing sentence which immediately follows the one quoted earlier: "When 
we assert that he does not expect food at location L, what we assert is 
that, under the same conditions, he will not run down the path which 
points directly to location L." The total interpretation thus given to 
'rat x expects food at L' is most satisfactorily formulated in terms of a 
sentence of the form (6.2), in the manner ontlined in the preceding 
paragraph." 

As this example vividly illustrates, reduction sentences offer an excel­
lent way of formulating precisely the intent of operational definitions. 
By construing the latter as merely partial specifications of meaning, this 
approach treats theoretical concepts as "open"; and the provision for 
a set of different, and mutually supplementary, reduction sentences 
for a given term reflects the availability, for most theoretical terms, 
of different operational criteria of application, pertaining to different 
contexts.Z6 

It should be noted, however, that while an analysis in terms of re­
duction sentences constmes theoretical terms as not fully defined by 
reference to observables, it does not prove that a full explicit definition 
in observational, terms cannot be achieved for theoretical expressions. 
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And indeed, it seems questionable whether a proof to this effect could 
even be significantly asked for. The next section deals with this issue 
in some detail. 

7. On the Definability of Theoretical Terms by Means of 
an Observational Vocabulary 

The first, quite general, point to be made here is this: the definition 
of any term, say 'v', by means of a set V of other terms, say 'VI" 'V2' ... 

'vn', will have to state, in its definiens, a necessary and sufficient con­
dition for the applicability of 'v' expressed in terms of some or all of 
the members of V. And in order to be able to judge whether this can 
be done in a given case, we will have to know how the terms under 
consideration are to be understood. For example, the vocabulary con­
sisting of the terms 'male' and 'offspring of' permits the formulation 
of a necessary and sufficient condition of application for the term 'son 
of' in its biological, but not in its legal sense. How the given terms are 
to be understood can be indicated by specifying a set U of sentences 
which are to be considered as true, and which connect the given tcrms 
with each other and perhaps with other terms. Thus, U will be a set 
of sentences containing 'v', 'Vt' 'vn' and possibly also other extra­
logical constants. For example, in the case of the biological use of the 
terms 'son'. 'male', and 'offspring', in reference to humans, the follow­
ing set of sentences-let us call it Ut-might be given: 'Every son is 
male: 'No daughter is male: 'x is an offspring of y if and only if x is 
a son or a daughter of y.' 

Generally, the sentences of U specify just what assumptions are to 
be made, in the search for a definition, concerning the concepts under 
consideration; and the problem of definability now tums into the qnes­
tion whether it is possible to formulate, in terms of VI, V2 ... Yn, do 

condition which, in virtue of the assumptions included in U, will be 
both necessary and sufficient for v. Thus, using an idea set forth and 
developed technically by Tarski." we see that the eoneept of definability 
of 'v' by means of 'VI', 'V2' ... 'vn' acquires a precise meaning only if 
it is explicitly relativized by reference to a set U of specifying assump­
tions. That precise meaning may now be stated as follows: 

(7.1) 'v' is definable by means of the vocabulary V = {Vl" 'v,' .. :v;~ 

relative to a finite set U of statements containing, at least, 'v' and all the 
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elements of V if from V there is deducible at least one sentence stating 
a necessary and sufficient condition for v in terms of no other extralogi­
cal constants than the members of V. 

If all the terms under study are one·place predicates of the first order, 
for example, then a sentence of the required kind could most simply 
be stated in the form 

(7.2) v(x) = D(x, v" v•... v.). 

where the expression on the right-hand side stands for a sentential func­
tion whose only free variable is 'x', and which contains no extralogical 
constants other than those included in V. 

Similarly, in the case of our illustration, the set VI specified above 
implies the statement: 

x is a son of y "'" (x is male and x is an offspring of y), 

so that, relatively to V" 'son' is definable as 'male offspring'. 
We should add here an amplifying remark. A definition, when it is 

not simply a convention introducing an abbreviatory notation (such as 
the convention to let 'x" be short for 'x· x . x • x • x') is usually con­
sidered as stating the synonymy of two expressions, or, as it is often put, 
the identity of their meanings. Now the question of the definability of 
a given term 'v' by means of a set V of other terms surely is not simply 
one of notational fiat; and indeed it will normally be conslrned as COn­
cerning the possibility of expressing the meaning which the term 'v' 
possesses with the help of the meanings of the members of V. If this 
conception is adopted, then naturally the information needed to answer 
the question of definability will eoncern the meanings of 'v' and of the 
members of V; accordingly, the statements in V, which provide this 
information, will then be required not simply to be true, but to be 
analytic, i.e., true by virtue of the intended meanings of the constituent 
terms. In this case, the statements in V would have the character of 
meaning postulates in the sense of Kemeny and Gamap?' 

But in a study of the defiuability of theoretical expressions by means 
of observational terms, it is neither necessary nor even advisable to con­
slrne definition in this intensional manner. For, first of al1, the idea of 
meaning, and related notions such as those of analyticity and synonymy, 
are by no means as clear as they have long been considered to be," and 
it wil1 be better, therefore, to avoid them when this is possible. 

Secondly, even if those concepts are accepted as clearly intel1igible, 
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the definability of a theoretical term still cannot be construed exclu­
sively as the existence of a synonymous expression containing only ob~ 

servational terms; it would be quite sufficient if a coextensive (rather 
than a strictly cointcnsive, or synonymous) expression in terms of 
observables were forthcoming. For such an expression would state an 
empirically necessary and sufficient observational condition of applica· 
bility for the theoretical term; and this is al1 that is required for our 
purposes. In fact, the sentence stating the condition-which might have 
the form (7.2), for example-can then be given the status of a truth­
by·definition, by a suitable reformalization of the theory at hand. 

It is of interest to note here that a necessary and sufficient observa· 
tionaI condition for a theoretical term, say 'Q', might be inductively 
discovered even if only a partial specification of the meaning of 'Q' in 
terms of obscrvables were available. Suppose, for example, that a set 
of alternative conditions of application for 'Q' has been specified by 
means of bilateral reduction sentences: 

(7.3)	 C,x:::J (Qx = E,x) 
Cox :::J (Qx = E,x) 

Cox :::J	 (Qx = Eox) 

where all predicates except 'Q' are obsetvational. Suppose further that 
suitable investigations lead to the following empirical generalizations: 

(7.4)	 C,x:::J (Ox=E,x) 
C,X :::J (Ox = E,x) 

Cox :::J	 (Ox = Eox) 

where 'Ox' stands for a sentential function in 'x' which contains no 
non-obsetvational extralogical terms. These findings, in combination 
with (7.3), would inductively support the hypothesis 

(7.5)	 Qx=Ox 

which presents a necessary and sufficient observational condition for Q. 
However, (7.5) even if true (its acceptance involves the usual "induc­
tive risk") clearly does not express a synonymy; if it did, no empirical 
investigations would be needed in the first place to establish it. Rather, 
it states that, as a matter of empirical fact, 'Q' is coextensive with 'a', 
or, that 0 is an empirically necessary and sufficient condition for Q.'. 
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And if we wish, we may then imagine the theory-plus-interpretation at 
hand to be thrown into the form of a deductive system in which (7.5) 
becomes a definitional truth, and (7.3) assumes the character of a set 
of eJnpirical statements equivalent to those listed in (7.4). 

It might be mentioned here in passing that a similarly broad exten­
sion"l interpretation of definability is called for also in the context of 
the problem whether a given scientific discipline, such as psychology, 
can be "redueed" to another, such as biology or even physics and chem­
istry. For one component of this problem is the question whether the 
term; of the first discipline can be defined by means of those of the 
latter; and what is wanted for this purpose is again a set of empirical 
hypotheses providing, for each psychological teon, a neeessary and suffi­
cient condition of application expressed in the voeabulary of biology, 
or of physics and chemistry. 

When we say, for example, that the coneepts of the various chemical 
elements are definable in physical terms hy a characterization of the 
specific ways in which their molecules are composed of elementary 
physical particles, we are clearly referring to results of experimental reo 
search rather than of a mere analysis of what is meant by the terms 
naming the various elements. If the latter were the case, it would indeed 
be quite incomprehensible why the problems pertaining to the defina­
bility of scientific terms should present any difficulty, and why they 
should be the objects of much conjecture and controversy. 

The preceding considerations have important implications for our 
question whether all theoretical terms in empirical seience can be de­
fined in terms of observables. First of all, they show that the question 
as stated is elliptical: to complete it, we have to specify some set U of 
statements as referred to in (7.1). What set could reasonably be chosen 
for this purpose? One natural choice would be the set of all statements, 
in theoretical or observational terms, that are accepted as presumably 
true by eontemporary science. Now, this pragmatic-historical charac­
terization is by no means precise and unambiguous; there is a wide 
border area containing statements for whieh it cannot be elearly de­
teonined whether they are accepted by contemporary science. But no 
mailer how the claims of these border",rea statements are adjudicated, 
and no matter where-within reason-the borderline between observa­
tional and theoretical terms is drawn, it is at least an open question 
whether the set of presently accepted scientific statements implies for 
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every theoretical term a necessary and sufficient condition of applica· 
bility in terms of observables. Certainly those who have asserted sueh 
definability have not supported their elaim by actually deducing such 
conditions, or by presenting cogent general reaso~s for the possibility 
of doing so. 

There is another way in which the claim of definability may be con­
strued, namely as the assertion that as our scientific knowledge beeomes 
more comprehensive, it will eventually be possible to deduce from it 
necessary and sufficient conditions of the required kind. (This is the 
sense in which definability is usually understood by those who claim 
the eventual definability of the concepts of psychology in terms of those 
of biology or of physics and chemistry; for that all the requisite defini­
tion statements-even in an extensional, empirical sense-cannot be 
deduced from current psychological, biological, physical, and chemical 
principles seems clear.") But to assert definability of a theoretical term 
in this sense is to make a twofold claim: first, that the tenn in question 
will not be abandoned in the further development of seientific theo­
rizing; and second, that general laws will be diseovered which establish 
certain neeessary and sufficient conditions, expressible in observational 
terms, for the applicability of the theoretical term at hand. Clearly, the 
truth of these claims cannot be established by philosophie arguments, 
but at best by the results of further scientific research. 

Despite the precariousness of the problem, various claims and counter­
claims have been advanced by philosophers of science and by method­
ologically interested scientists concerning the possibility of defining 
theoretical terms by reference to observables. 

Some among the philosophers have simply urged that nothing short 
of explicit definition in terms of a vocabulary that is clearly understood 
can provide an acceptable method of introducing new terms into the 
language of science; and the argument supporting this view is to the 
effect that otherwise the new teons are not intelligible." To this ques­
tion we will rerurn later. The protagonists of this view do not make an 
assertion, then, about the actual definability of the theoretical terms used 
in contemporary empirical science; rather, they stress the importance of 
clarifying the ideas of seienee by restating them, as far as possible, in 
a language with a clear and simple logical structure, and in sueh a way 
as to introduee all theoretical terms by means of suitable definitions. 

Other writers, however, have argued, in effect, that scientific theories 
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and the way in which they function have certain pervasive logical or 
methodological characteristics which presumably are not affected by 
changes in scientific knowledge, and which provide a basis on which 
the question as to the definability of theoretical terms can be settled 
without the need either to examine all the statements accepted by con­
temporary science or to wait for the results of further research. 

An illuminating example of a careful use of this type of procedure 
is provided by Camap's argument, referred to in the beginning of sec­
tion 6 above, which shows that definitions of the form (6.1) cannot 
serve to introduce scientific concepts of the kind they were meant to 
specify. The argument is limited, however, m tbe sense that it does 
not show (and does not elaim to show) that an explicit definition of 
theoretical terms by means of observational ones is generally impossible. 

Recently," Carnap has extended his examination of the problem in 
the following direction. Suppose that a given object, b, exhibits this 
kind of lawful behavior: whenever b is under conditions of a certain 
observable kind C, then it shows a response of a specified observable 
kind E. We then say that b has the disposition to react to C by E; 
let us call this dispositional property Q for short. Clearly, our earlier 
discussion in section 6 concerns the problem of precisely defining 'Q' 
in terms of 'C' and 'E'; we noted there, following Carnap, that we will 
either have to resign ourselves to a partial specification of meaning for 
'Q' by means of the bilateral reduction sentence (62); or, if we insist 
on an explicit complete definition, we will have to use causal modalities 
in the dcfiniens. 

But no matter which of these alternative courses is chosen, the result­
ing disposition term 'Q' has tbis characteristic: if a given object b is 
under condition C and fails to show response E, or briefly, if Cb but 
_Eb, tben this establishes conclusively that b lacks the property Q, 
or briefly that -Qb. This characteristic, Carnap argues, distinguishes 
"pure disposition terms/' such as lQ', from the theoretical terms used 
in science; for though the latter are connected with the observational 
vocabulary by certain interpretative sentences-Carnap calls them C­
rules-those rules will not, in general, permit a set of observational 
data (such as 'Cb' and '_Eb' above) to constitute conclusive evidence 
for or against the applicability of the theoretical term in a given situa­
tion. There' are two reasons for this assertion. First, the interpretative 
sentences for a given theoretical term provide an observational interpre· 
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tation only within a certain limited range; thus, for example, in the 
case of the theoretical term 'mass', no C-rnle is directly applicable to a 
sentence Sm ascribing a certain value of mass to a given body, if the 
value is either so small that the body is not directly observable or so 
large that the observer cannot "manipulate the body."" 

And second, a direct observational interpretation for a theoretical 
term always involves the tacit understanding that the occurrence or 
absence of the requisite observable response in the specified test situa­
tion is to serve as a criterion only if there are no disturbing factors, or, 
provided that "the environment is in a norma] state." 3:1 Thus, for 
example, a rule of correspondence might specify the deflection of a 
magnetic needle as an observable symptom of an electric current in a 
nearby wire, but with the tacit understanding that the response of the 
needle is to count only if there are no disturbing factor.;, such as, say, 
a sudden magnetic storm. 

Generally, then, Carnap holds that "if a scientist has decided to use 
a certain term 'M' in such a way, that for certain sentences about M, 
any possible observational results can never be absolutely conclusive 
evidence but at best evidence yielding a high probability," then the 
appropriate place for 'M' is in the theoretical vocabulary." 

Now we should note, first of all, that if Carnap's arguments are 
sound, they establish that the theoretical terms of science cannot be 
construed as pure disposition terms, and thus even if, by the use of 
causal modalities, explicit definitions of the latter should be achieved, 
this method would be unavailing for theoretical terms. But the argu­
ments do not show-and are not claimed to show-that theoretical 
terms can in no way be explicitly defined in terms of observables. In 
fact, if Carnap's statement quoted in the preceding paragraph is ac­
cepted, then many terms that can be explicitly defined by mcans of 
the observational vocabulary must be qualified as theoretical. For ex­
ample, let 'R' be a two-place observational predicate, and let a one-place 
predicate 'M, ' be defined as follows: 

(7.6) Def. M,x == (3y) Rxy 

i.e., an object x has the property M, just in case it stands in relation R 
to at least one object y. If, for example, 'Rxy' stands for 'x is less heavy 
than y', then M, is the property of being exceeded in weight by at least 
one object, or, of not being the heaviest of all objects. 
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~ See Carnap (8, section 4). 
:1:1 On this point, and on the general problem of explicating the concept of a law 

of nataTe, see Braithwaite (4, Chapter IX); Bnrks (6); CaTnap (14. section 9); 
Goodman (28); Hempel and Oppeuheirn (36, Part Ill); Reichenbach (73). 

:)I, In his theory of reduchon sentences, del'eloped in Camap (8), There is a 
question, however, whether certain conditions which Carnap imposes upon reduction 
seJllellces do not implicitly invoke causal modalities. On this point, see lIempel (34, 
section 3). 

JIl; And in fact, the total speCification of meaning effected by the passages quoted is 
then summarized bv the anthon in their "definition" DF II, which has exactly the 
form {6.2) of a biiatcrJ] rednction sentence for 'rat x expects fooel at L: (Tolman, 
Ritchie. and Kalish (88. p. 15).) 

.. For a fuller discussion, see Camap (8, section 7) nnd Camap (14. section 10). 
2'T See Tarski (83, especially pp. 80-83). 
:mSee Kemeny (41) and (42); Carnap (12). 
:1'1 On this point, see cspecially Quine (65); Goodman (26); White (95) and (96, 

Part II). The significance of thc notion of analyticity m special refcrence to theoreti­
cal statcments IS critically examined, for example, in Pap (60) and (61) and in 
Hcmpel (34). Arguments in defense of conccpts such as analyticity and synon}'my 
are .:I.dvanced in the following articlcs, among others; Caruap (12, 13); Grice and 
S'",wson (29); Martin (49); Mates (51); Wang (94). 

30 Since the reduction sentences (7.3) determine the meaning of 'Q' for those and 
only those cases which meet ::It lcast one of the conditions C, Cg .. Cn, it might 
be .:I.rgued that (7.4) in conjunction with (7.3) inductively supports, not (7.5), but 
only the following hypothesis, which limits the asscrtion of (7.5) to the cases just 
specified; 
(7.5') (C,x v C.x v ... v C.x) :::J (Qx = Ox) 

and that what (7.5) asserts beyond this, namely, 
(7.5") _(C,x v C.x v. . v C.x) :::J (Q' = Ox) 

constitutes a stipulation rather than an empirical hypothesis. But this does not alter 
the fact that (7.5), since it implies (7.5'), is empirical in character, and that its 
acceptance requires thcrefore inductive support.

8. This point is discussed more fully in Hempel (32). On the problem of "reduc­
ing" the concepts of onc disciphne to those of another, the following publications 
have important be.aring; Nagel (56} and (57); Woodger (100, pp. 271ff); Kemeny 
and Oppenheim (43). 

all One writer who is impelled by his "philosophical conscience" to take this view 
is Goodman (sec 27, Chapter I; 28. Chapter II, section I). A similar position was 
taken by Russell when he insisted that physical objects should be conceived .:I.S "logi. 
cal constructions" out of sense-data, and thus as definable in terms of the latter (see, 
for example, 77, Chapter VI ll). 

at See Cam.:l.p (14, especially sections 9. 10). 
"C.:I.rnap (14, section 10). 
MCamap (14,section 10). 
• Camap (14, section 10). An ide.:l. which is simil.:l.r in spirit, bnt not qnite as 

clear in its content, has been put forward by Pap in (60) .:I.nd in (61, sections 10-13 
and 70), with the cl.:l.im (not made by Camap lor his argument) that it establishes the 
"untenability" of the "thesis of explicit definability" (of theoretical terms by mea.ns of 
observ.:l.tional ones). Pap (60, p. 8). On th~ other hand, Bergnunn (especially in 1 
and 2) holds that many concepts of theoretical physics. including "even the particle 
notions of classical physics could, in principle, be introduced by explicit definitions. 
This, by the way, is also true of all the coucepts of scientific psychology." Bergmann 
(2, section 1). In the samc context Bcrgmann mentions that the method of partial 
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interpretation seems to be necessary in order to dissolve some of the puzzles concern­
ing qU.:I.ntnm theory. However, this strong assertion is supported chiefly by sketches 
of some' sample definitions. Bergmann snggests, for elG:lmple, th.:l.t 'This place is in an 
electric field' can be defined by a sentence of the form 'If Rl then R.: where ~ 
stands for a sentenCe to the effect th.:l.t there is an electroscope at the plaee in ques­
tion, and R. stands "for the description of the beh.:l.vior of the electroscope (in .:I.n 
electric field)." (1, pp. 98-99.) However, this kind of definition rmy be questioned 
on the basis of Camap's arguments, which have just been considered. And in addi­
tion, even if nnobjectionable, some examples cannot establish the general thesis .:I.t 
issue. Thus, the question remains nnsettled. 

3'J The basic idea was outlined earlier in Hempel (33, p. 30). 
lIB I am grateful to Herbert Bohnert who, in a conversation some years. ago, pro_ 

vided the stimulus for the development of the ideas here outlined COncerning the 
definability of functors with infinitely many permissible valnes. Mr. Bohnert rem.:l.rlc.ed 
on that occasion that explicit definition of such fnnctor; in terms of an observational 
vocabulary should be possible along lines indicated by the hegc-Russell theory of 
natural and of real numbers. 

• If it should be objected th.:l.t 'cell' and 'organism' are theoretical r:J.ther than 
observational tenns, then they may be repl.:l.ced, withollt affecting the crux of the argu. 
ment, by tenns whose observational character is less controversial, 5t1ch as 'marble' and 
'bag', for example. 

40 I was mistaken, therefore, when in .:I.n earlier essay I asserted that "no sentence 
expressible in observation terms and logical terms alone can state a sufficient condition 
(let alone a necessary and sufficient one) for a sentence of the fonn 'the length of 
interval i is r centimeters.''' Hcmpel (35, p_ 68.) The considerntion that led me to 
this assertion (Ioc. cit., pp. 66-68) overlooked the point made above (between (7.7) 
and (7.8) ), namely that a sentence exprcssed in observational and logical terms alone 
may represent a necess.:l.ry and sufficient condition for the truth of a given theoretical 
sentence without providing finite observational truth criteria for that sentence: it may 
bc non.molecular in form. 

n The argument can readily be extended to functors taking complex numbers or 
vectors of any number of components as values. Our reasoning has relied essentially 
on the Frege-Russell method of defining the various kinds of numbers (integers, 
rational, irrational, complex numbers, etc.) in terms of the concepts of the logic of 
sets. For a det.:l.iled outline of the procedure, see Rossell (76); fuller technical accounts 
may be found in many works on symbolic logic. 

10.1 See Tolman (87, as reprinted in M.:I.rx, 50, p. 89); and Spence (82, p. 65n). 
ullull (38). 
"Hull (38, p. 285). 
u F';gl (21, p. 40). 
M Braithwaite (4, Chapter III). 
n See the essay 'Theories" (1929) in Ramsey (67)_ 
.s Braithwaite (4, p. 76). 
4eThis point is .:I.lso made in Camap (8, section 7) in a discussion of the adv.:I.n­

tages of reduction sentences over definitions in the introdnction of scientific terms. 
And Feigl eloquently argues in the same vein in his essay (23), in which the general 
principle is illustrated by various suggestive examples taken from physics and psy­
chology. 

ro Brnithwaite (i, p. 76). 
In An excellent concise synopsis of V.:l.riollS argumenhi in favor of invoking "hypo­

thetical constructs" will be found in Fcigl (21, pp. 38-i1). Some .:I.spects of the 
"semantic realism" concerning theoretical terms and sentences which Feigl presents 
in the same article are discussed in section 10 of the present ess.:l.Y. 

U This has been pointed out by C.:I.m.:l.p himself; see, for example, his (H). 
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M See Campbell (7, Chapter VI). Important parts of this chapter are reprinted 10 

Feigl and Brodbeck (24). 
"Campbell (7, p. 122). 
!IG However, this does not show that there cannot possibly be any necessary and 

sufficient condition in observational terms for the theoretical sentence: the problem 
of proving or disproving this latter claim is subject to difficulties analogous to those 
discussed in section 7 in regard to de6nability. 

I!G The intuitive notion of interpretation, as well as the conception reflected in 
Campbell's idea of an interpretative dictionary, would seem to call for the following 
additional condition: (v) Each sentence of J contains essentially terms from V T as 
well as terms from VB. However, this requirement introduces no further restriction 
of the concept of interpretative system; for any system J that meets conditions (i) to 
(iv) can be stated in an equivalent form that satisfies (v) as well. To this end, it 
suffices to replace the member sentences of J by their conjunction; this yields a logi­
cally equivalent interpretative system which contains only one sentence, and which 
satisfies (v) since J satisfies (iv). 

~Campbell (71, p. il). 
III Here, and on some subsequent occasions where therc is no danger of misunder­

standings, logical c.:onnectives are used autonymously; the expression 'H =:; 0', for 
example, represents the sentence obtained by placing the triple-bar symbol (for 'if 
and only if') between the sentences of which 'H' and '0' are names. 

.. Craig's paper (16) contains the first published account of this interesting theo· 
rem. A less condensed and less technical presentation, with explicit though brief 
references to applications such as the one here considered, is given in Craig (17). 

In application to the issue we are discussing, the result obtained by Craig may be 
briefly stated as follows: Let the set VT ' of primitive tenns of T and the set of 
postulates of T' be specified effectively, i.e., in a manner allowing anyone, given any 
expJ(:ssion, to decide in a finite number of steps whether the expression is a primitive 
tenn (or postulate) of T'. Let VT ' be divided, by an effective criterion that may 
otherwise be chosen at will, into two mutually exclusive vocabularies, V T and VB. 
Finally, let the rules of the logic used be such that there is an effective method of 
determining, for any given finite sequence of expressions, whether it is a valid deduc· 
tion acc.:ording to those rules. 

Then there exists a general method (i.e., a method applicable in all cases meeting 
the conditions just outlined) of effectively constructing (i.e., characterizing the postu· 
lates and the rules of inference of) a new system T'II whose set of primitives is VII; 
and whose theorems are exactly those theorems of T which contain no extralogical 
constants other than those containcd in VB. 

Note that the theorem permits us to draw the dividing line between VT and V. 
wherever we please, as long as the criterion used to effect the division pennits us to 
decide in a finite nnmber of steps to which of the two sets a given tenn belon~. 
This condition as well as the requirement of an effective characterization of V"1,' will 
be trivially satisfied, for example, if VT ' is finite, and its member tenns as well as those 
of VB and V T are specified simply by ennmerating them individually. 

The further requirement of an effective characterization of the postulates and the 
rules of logic for T are so liberal that no doubt any scientific theory that has yet been 
considered can be formalized in a manner that satisfies them-as long as the connec· 
tions between theoretical and observational expressions can be assumed to be expres­
sible in the form of definite statements. The only important ease I am aware of in 
which this condition would be violated is that of a theory for which no definite rules 
of interpretation are specified-say, on the ground that the criteria of application for 
theoretical expressions always have to be left somewhat vague. A conception of this 
kind may have been intended, for example, by A. Wald's remark "In order to apply 
[a scientific] theory to real phenomena, we need some rules for establishing the cor· 
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respondence between the idealized objects of the theory and those of the real world. 
These rules will always be somewhat vague and ean never fonn a part of the theory 
itself."Wald (9I,p.I). 

The conditions of Craig's theorem are satisfiable, however, if the vagueness here 
referred to is refle<'ted in definite rules. Thus, for example, the interpretative sentences 
for a given theory might take the form of statistical probability statements (a possi­
bility mentioned in Camap (1i, section 5)), or perhaps of logical probabihty state­
ments (each specifying the logical probability of some theoretical sentcncc relative to 
a specified sentence in observational terms, or vice versa). Either of these procedures 
would yield an interpretation of a more general kind than that characterized by the 
definition of an interpretative system given in !iection 8 of the present essay. Yet even 
to theories which are interpreted in this wider sense, Craig's theorem can be applied. 

"Craig (17, p. i9). It may be well to note briefly two further points which were 
established by Craig, in the studies here referred to: (i) A theory T' may have a set 
of VII-consequences that cannot be axiomatized by means of a finite set of postulates 
expressible in terms of VII. (ii) There is no general method that permits an effective 
decision, for every theory T. as to whether its V•.oonsequences can, or cannot, be 
axiomatized hy means of a finite set of postulates. 

on Craig (17, p. 49). This fact does not detract in the least, of courne, from the 
importance and interest of Craig's result as a theorem in logic. 

U On this method, first used by von Neumann, see Camap (9, pp. 29-30 and p. 
96), where further references to the literature are given. 

C This does not preclude the possibility of effecting the transition from the five 
data sentenees to 'Fb' in a purely deductive fashion by mcans of a suitable modifica· 
tion of T; in fact, just the addition, to T', of the statement '(x) ((Gx' Tx· Vx' Ex 
• Sx) :J Px)' would have the desired effect. But the modified theory thus obtained 
is clearly stronger than T. 

M Ramsey (67, pp. 212-215, 231). 
MSee Tarski (85, p. 350). 
"'On thi~ point see, for example, MacCorquodale and Meehl (46); Lindzey (is); 

Feigl (21), (22); Hempel (31); Rozeboom (74). 
'" It is of interest to note here that if in addition to the conditions specified in sec­

tion 8, an interpreted theory were also required to meet the criteria of significance for 
theoretical terms and sentences that have recently been proposed by Camap in (H, 
sections 6, 7, 8), the terms and the sentences of our mock "learning theory" would 
be ruled out as nonsignificant. 

8ll More precisely, the assertion that there exist entities of the various kinds (such as 
hypothetieal objects and events and thcir various qualitative and quantitative proper­
ties and relations) postulated by an interpreted theory T' is expressed by the Ramsey­
sentence associated with T'_ It is obtained by replacing all theoretical constants in the 
conjunction of the postulates of T' by variables and binding all these by existential 
quantifiers placed before the resulting expression. The sentence thus obtained is a 
logical consequence of the postulates of T; but the converse docs not hold; hence 
strictly speaking, the assertion of the existence of the various hypothetical entities 
assumed in a theory is logically weaker than the theory itself. 

For suggestive observations on the question of the reality of theoretical entities, 
see. for example, Toulmin (89, pp. 134-139) and Smart (81). 

• The c::oncept is used here in Quine's sense, according to which a theory is onto· 
logically committed to those entities which must be included in the domains over 
which its bound v:ariables range if the theory is to be true. Quine develops and defends 
this idea in several of the essays comprising his book (66). 

'Ill This coneeption of laws or theories as inferential principles has been suggested, 
on different grounds, by several authors, such as Sehlick (who says that he owes the 
idea to Wittgenstein; see Schlick, 79, p. 151 and p. 155); Ram:ley (see 67, p. 2il), 
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Ryl< (see 78, especially pp. 12ll-1Z5), and Toulmin (see 89, Chapt"" 11I and IV). 
(Toulmin remarks, however, that to think of laws of nature as mles or licenses "re­
flects only a part of their nature" (Joe. cit., p. 105).) See also Braithwaite's discussion 
of the issue in (4, pp. 85-87). Finally, Popper's essay {64) contains several critical 
and constructive COmments that bear on this issue and on some of the other questions 
discussed in the present study. 
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-----MICHAEL SCRIVEN----­

Definitions, Expwnations, and Tluories 

i. General introduction. The ensuing account is not intended to be 
a full treatment of the topics referred to in the title. A number of 
specific points that have concerned recent writers on logic and the 
philosophy of science and which are related to these topics are dis­
cussed and an attempt is made to indicate how these are related. These 
points include a discussion of translation, rules, dispositions, theoretical 
concepts, correlational concepts, statistical explanation, incomplete ex· 
planations, 'bridge laws: unobservable entities, implicit definition, etc. 
But many other points would have to be dealt with, and those men­
tioned dealt with in more detail, in order to justify a claim of com­
pleteness.! It is not even supposed that the present topics are the 
most important or the most controversial in any treatment of defini­
tions, explanations, and theories, nor that the treatment of these topics 
is of great originality. But it does represent a different approach from 
those which have been commonly supported. It is different in method 
from the approach of the positivist symbolic logicians whose work led 
us to the major reconsideration of these topics which occurred in the 
earlier part of this century. And it is different in certain of its results 
from the approach of the Wittgensteinian school of logicians whose 
method it shares. 

2. Analytic Method. I shall call my interpretation of this method, the 
method of context analysis, in order to focus attention on its comple~ 

mentarity with traditional and symbolie logic which might be called 
content analysis. 

The differences in approach, which in no way amount to incom­
patibility, arise from the difference in the success with which formaliza­

1 I have discussed many further points that arise in the analysis of one of these 
topics in "Explanations" (unpublished D. Phil. thesis, Oxford. 1956). especially pp 
246-420; but others of equal importance I did not discuss at an. 
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