Corrections

We list here typos and errors that have been found in the published version of the
book. We welcome any additional corrections you may find! We indicate page
and line numbers for the published version of the book; negative line numbers are
counted from the bottom of the page. Most typos have already been corrected in
the version available on our web page (the address is given in the footer). When
this has not been done, or if you downloaded an earlier version, the relevant pages
are indicated in brackets.

* p. 20,1 -1 [p. 18, 1. —11: litterature should be literature.

* p.31,L 11 [p. 28, 1. 12]: see the exercise below.

* p.83,1.-2[p.80,1.-5]: Z‘r’lzll(ir—jr) mod n|should be Z‘rizl(lir - jrl modn-2).
* p.90,1. 3 [p. 86, 1. 7]: ky is actually independent of h.

e p.91,1.8[p.87,1. 11]: the notation %”A" has never been introduced (although
its meaning should be pretty clear from the context).

e p.92,1.1[p. 87,1 —2]: Ac 7% should be A € Z°.

p- 93, 1. —10 [p. 89, L. 14]: magnetization should be magnetization density.

p- 103, 1. -1 [p. 98, 1. —16]: increasing should be nondecreasing.

e p.108,1.10 [p. 102, L. 15]: Aps—; < {AL : n> 1}, Ay = {A% : n>1} should be
Appr €{AL in=1}, Appe{A2 i n>1}.

e p.112,1. -5 [p. 106, 1. —8]: |<Uo)7\n;ﬁ'h| < 1 should be |<Ui>/+\n;ﬁ'h| <1.

* p. 116 [p. 110]: The code for Figure 3.10 has some bug that make it looks
rather poor.

e p.121,1. 1 [p. 114, 1. 17]: “There exists” should be “There exist”.

e p.129, 1. —3: “with the free boundary condition” should be “with free bound-
ary condition”.
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p- 130, 1. 8 [p. 122, 1. —7]: “Observing that” should be “Since”.

p- 136, 1. -7 [p. 128, 1. 14]: “For any A, B c A” should be “For any A c A”.
Moreover, the claim in this exercise can be strengthened, see the additional
exercises for Chapter 3 below.

p.147,1. -5 [p. 138,1. -3]: @;(n) should be @;.
p-148,1. 4 [p. 139, 1. 6]: @;(n) should be ®; and w(n) should be w;.

p- 151,118 [p. 142,1. 9]: 2N B should be 2N1 BT (Thanks to the students
in Ben Lee’s class for pointing this out.)

p- 155: In the equation following (3.82), {i, j} should be {i} (three times) and
i <= j should be i <= §*A (thanks to Vedran Sohinger for pointing this
out).

p- 156, 1. 6 [p. 146, 1. 15]: .5 should be [F’X;ﬂ (6 times).

p. 161, 1.11: Theorem 3.59 should be Theorem 3.58. A couple of lines be-
low, [B.(d — 1), B.(d)) should be (B.(d), B.(d —1)] and [B.(2), B.(3)) should be
(B:(3), Bc(2)].

p. 164, 1.4: =" should be e~ “' &,

p- 184, 1. —4 [p. 174, 1. 5]: In (4.23), BN (1) should be pNx(n). (Thanks to
Sébastien Ott for pointing this out.)

p. 262, 1. 5: the semicolon should be a comma.

p- 264, 1. 15 [p. 247, 1. 19]: decribe should be describe.

Pp- 265 [p. 248]: In the second part of Notation 6.2, A is a subset of S.

p. 266 [p. 249]: In Exercise 6.2, countably should be at most countably.
p-277,1. 11 [p. 259, 1. 7]: the comma should be a colon.

p- 279, 1. 14 and 16: the sign before the term J#;(n ATX\ AW ) 1s incorrect
(twice). (Thanks to Arved Niklas Fanta for pointing this out.)

p- 280 [p. 261]: The two lines before Definition 6.18 should belong to a new
paragraph.

p. 284 [p. 265]: In the caption of Fig. 6.1, one can assume, for simplicity, that
Ahas its support in A.

p- 287, 1. —1 [p. 268, 1. 14]: it would be better to use n; rather than w; in the
right-hand side.

p.- 301, 1. 8: One should replace the assumption that 4 () # @ by the as-
sumption that 7 is quasilocal. This guarantees that ¢ () is a closed subset
of .4, (Q) (Lemma 6.27). (The condition ¥ (1) # & is not needed anymore by
Theorem 6.26.) (Thanks to Andrew Yuan for pointing this out.)

p- 308, 1. 12 [p. 286, 1. —9]: Corollary 3.60 should be Theorem 3.60.
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p- 434, 1. —4 [p. 402, 1. 2]: Replace “Let ¢ > 0 be such that e¢/(1 + m?) <1 and
n be large enough to ensure that |n;| < " for all i € 3**B(n). Then,” by “Let
€ > 0 be such that /(1 + m?) < 1 and, for all large enough, |n;| < " for all
i € 0*B(n). Then, for all such n,”".

p. 462, 1. —15 [p. 427, 1. —10]: the exterior-most expectation is missing the
proper indices (')'é ) (twice).

p.462,1. —7: J,;,J,; should be Joj, Jo;-
p-470,1. 17 [p. 434, 1. —2]: the comma before Namely should be a colon.
p. 480, 1. 2 [p. 444, 1. 8]: J"(i,0(i)) should be ]lf,"@m.

v
p- 499-500 [p. 462]: In (10.41) and in the statement of Theorem 10.25, —

4d
1
should be v (three occurrences). Moreover, in (10.41), — should be
4d(2m)4 [Tyl
@em?
Tl

p-521, 1. -2 [p. 484, 1. —3]: The functions (f,) ,>1 should be uniformly strongly
convex, in the sense that inf,,> infyeg £, (x) > 0.

p-579,1. -17 [p. 532, 1. —20]: remove “a sequence (0 ,),>) decreasing to 0”.
p- 582, 1. 6: Theorem 6.27 should be Lemma 6.27.

General: Roman Kotecky pointed out that we incorrectly write Marc Kac’s
name as Ka¢ in the book. This is indeed a mistake (and we've no idea why we
did it).
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Additional exercises

Here, we suggest a variety of additional relevant exercises. To facilitate using the
latter for teaching, we do not plan on providing solutions.

Chapter 3

» The following two exercises are complements to Section 3.3.

Exercise. Consider the one-dimensional Ising model on the torus T,. Show that

er 0 er
<0.0>l€/n;ﬁ,h = %w}‘)/n (ﬁ; h)

per

and deduce an expression for (O0)g,n= limnﬁoo(o())V Bh°

Exercise. Let A, = {—n,...,n}. Using the transfer matrix, compute V’X,L(ﬁ' h),
<UO>Xn;ﬁ,h and <000i>1+\n;ﬁ:h’ as well as the corresponding limits as n — oo.

» The following exercises and remark are complements to Lemma 3.31:

Exercise. Prove that, in an dimension d, the function & — <UO>E h is strictly increas-
ing on R and that, for all =0 and all A,

tanh(h) < <00>E,h < tanh(h +4dp).

Hint: Use FKG for the upper bound. Then, show that %(00)2 == (((T())E h)z_
Deduce from that both the lower bound and the strict monotonicity.

Remark. An improved upper bound is provided in Theorem 3.53. When £ is large,
improved estimates follow from the expansion in Theorem 5.10. Moreover, related
results are established in Theorem 4.12 and Proposition 10.16. 3

Exercise. Prove that, in any dimension d, the function  — (O'())E n is strictly in-
creasing when /> 0 or when 2 =0 and > B.(d).

5
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» The following exercise is a complement to Section 3.7.2. Remember that the g-

state Potts model (g = 2) has spins taking value in the set {0, ..., g—1} and a Hamilto-

nian given by -3 ; jlech 00,0,- The corresponding Gibbs measure in B(n) with
’ B(n)

gq—Potts,0

boundary condition identically equal to 0 is denoted by g (:p

Exercise. 1. Check that the 2-state Potts model reduces to the Ising model at
inverse temperature /2.

2. Check that the Hamiltonian of the Potts model is invariant under permuta-
tion of the spin values.

3. Adapt Peierls’ argument to the 2-dimensional Potts model, in order to show
that, for all § large enough,

e gq—Potts,0 _ l

liminfyg s (00=0)> q’

which shows that the symmetry under permutation is broken at low temper-
atures. Hint: One way to proceed is to use contours that keep some informa-

tion on the values of the spins on each side.

» The following exercise is a complement to Exercise 3.31.

Exercise. Deduce from Exercise 3.31, under the same assumptions, that

(oA Akl = {0 A Ak
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Chapter 9

» The following exercise is a complement to Theorem 9.14.

Exercise. The goal of this exercise is to provide an alternative proof of exponen-
tial decay of the 2-point function of O(XN) models at sufficiently high temperature.
It relies on a suitable high-temperature expansion. Fix 0,k € Z¢ and take 7 large
enough to ensure that 0, k € B(n).

1. Writing efSi'Si = ¢7B PSS+ _1 4+ 1) and expanding the product over the
edges of B(n), show that

1480 S8 51 = @By 0 — K),

where Qg5 is the probability measure on subsets of £g(,,) defined by

QB (ny;p(E) o [1 (PCu@S@V—1) T] do;
QB {u,v}eE ieB(n)

and 0 — k denotes the event that 0 and k are connected.

2. LetEbe arandom subset of &g, distributed according to Qpy);5- Show that,
forany e € &g, and E < &g \ e}, Qup(e €E | E\fe} = E) < e?f - 1.

3. Deduce from this that there exists §o > 0 such that, for any f < fo,

QB(n);ﬂ(O — k)< e—0||k||2

for some ¢ = ¢(f) > 0 uniformly in 7.
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