The thermal spin transition in spin-crossover complexes belonging to the class of molecular magnets from the low-spin (LS) state at low temperature to the high-spin (HS) state at elevated temperatures has been the subject of many studies in recent years. Depending on the strength of intermolecular interactions, the thermal transition can be gradual or it can be accompanied by a hysteresis, which makes corresponding compounds interesting for possible high-density information storage systems of the future.

Spin transition molecules and complexes are composed of transition-metal ions having four to seven electrons in their valence d shell situated in an octahedral ligand field, which splits the d orbitals into antibonding e_g and weakly bonding t_2g orbitals. Due to a higher occupancy of the e_g orbitals in HS molecules, their molecular volume is larger than that of LS molecules. The difference in molecular volume between the two possible spin states induces distortions of the sample lattice during the transition. These distortions are at the origin of intermolecular interactions that are treated here as connecting springs, which can be either compressed or elongated relative to their length at equilibrium depending on the relative positions of neighbor molecules. The macroscopic state of the switchable system is usually characterized by the fraction of spin-crossover units in the HS state called HS fraction and denoted here as n_HS.

In the past, research efforts were dedicated to establish how the interactions between molecules influence the static and dynamic properties of spin-crossover solids. Using phenomenological interaction parameters, acting similarly for all molecules, the ensuing mean-field models were used to reproduce several of the characteristic features of spin-crossover compounds, such as the dependence of the thermal hysteresis width on intermolecular interactions or the shift of the thermal transition toward higher temperatures when applying external pressure. However, none of these simple models do not distinguish between short-range and long-range interactions, and therefore do not allow an advanced analysis of the hysteresis loops, nor are they able to explain how the effect of the individual switch of molecules spreads through the entire solid. In addition, these models cannot be applied for the study of size effects in nanoparticulate spin-crossover systems. Considering the cooperativity as the result of changes of the volume, shape, and elasticity of the lattice during transition, Spiering and co-workers introduced the concept of “image pressure” in their model of lattice expansion and elastic interactions. In a related approach, in his elastic models, Kambara discussed the effect of cooperative molecular distortions and lattice strains. However, due to the extensive calculations and experimental data required, these well-elaborated but sophisticated models have been less frequently used for interpreting spin transition curves. Ising-like models, taking into account simultaneously short- and long-range interactions have been equally proposed. They led to the conclusion that while long-range interactions act rather on the width of the hysteresis loop, the short-range effect is essentially visible through the steepness of the thermal hysteresis loop and the occurrence of steps. Another approach is based on the hypothesis that the spin transition occurs through concerted switching of domains of molecules in a given spin state, allowing the reproduction of experimentally observed minor hysteresis loops by considering different intra- or intradomain interactions in the Preisach model or using the first-order reversal curves (FORC) technique.

The mechanoelastic model belongs to a recently developed family of elastic models based on the so-called ball and spring concept. They are based on the realistic idea that the difference of molecular volumes in the two states is at the origin of elastic interactions and induces a shift of the molecules in the system during the transition (and consequently a different volume of the entire system for every different value of...
In the present mechanoeelastic model the problem of interactions is simplified with the use of a single interaction parameter, namely, the elastic spring constant, from which all other parameters considered in the above-mentioned models follow. Such a ball and spring model, using the molecular dynamics approach, has been applied for studying various processes such as the thermal and pressure hysteresis or relaxation phenomena in continuous\textsuperscript{23–27} and open boundary systems.\textsuperscript{28,29} The mechanoeelastic model was first introduced for the study of HS-LS relaxation processes.\textsuperscript{30} It was subsequently adapted for the study of photophysical processes including the phenomenon of a light-induced hysteresis,\textsuperscript{31} and for the study of the evolution of clusters during the thermal transition,\textsuperscript{32} or for clarifying the role of impurities during the transition.\textsuperscript{33} Although different by their approach and method, both the molecular dynamics and the mechanoeelastic model led to similar conclusions and, particularly, using open boundary conditions are able to reproduce the cluster formation starting from edges or corners, in accordance with experimental data.\textsuperscript{34}

In the present paper, we adapt the mechanoeelastic model\textsuperscript{30} for the study of the thermal transition in both directions using appropriate switching probabilities. We first present the model, then we analyze how the results are influenced by the temperature sweeping rate (number of Monte Carlo steps per K), and by the interaction strength. A further important aspect of this paper concerns the size dependence of the thermal hysteresis. In order to reproduce the experimental hysteresis measured for spin-crossover nanoparticles, we consider the samples as embedded in a polymer fixed matrix, which interacts with molecules situated at the edges. Finally, we analyze the influence of an external pressure on the thermal hysteresis as well as the pressure hysteresis obtained by varying the external pressure at an appropriate constant temperature.

II. THE MODEL

In the present model, the two-dimensional hexagonal samples with open boundary conditions are composed of spin-crossover units, in the following referred to as molecules, interacting by way of elastic connecting springs. Besides the fact that the hexagonal system is by far more stable than corresponding triangular or rectangular lattices, this planar hexagonal structure corresponds to the one of the recently well-documented two-dimensional polymeric $[\text{Fe(bbtr)}_3][\text{ClO}_4]_2$ spin-crossover compound.\textsuperscript{35,36}

The model starts from the following idea: when a molecule switches from one state to the other, its volume varies, as we have stated in the Introduction. This variation will produce, at first, an instantaneous force in the springs connecting the switching molecule with its closest neighbors. This force will determine the shift in position of these neighbors and subsequently of all molecules in the system.

By this procedure, the effect of one single switch will propagate progressively through the whole sample. As a consequence, the intermolecular interactions, built in this manner as short-range interactions, affect not only the neighboring molecules but equally molecules situated at long-range distances. This is opposite to the case of the classical short-range Ising-like model applied to spin-crossover solids where the interactions affect only the closest molecules.\textsuperscript{16–18} However, the intensity of the effect will be somewhat larger for molecules closer to the one having switched to the other state.

After every individual switching, all the molecules in the system start an oscillatory-type motion, which, in the absence of any damping, would continue forever. As we are interested in finding the new mechanical equilibrium state, we consider that every molecule has a damped oscillatory-type motion and we iteratively solve the following system of coupled differential equations for all molecules in the system:

$$
\begin{align*}
    m \frac{d^2 x_i}{dt^2} &= F_{x,i} - \mu \frac{dx_i}{dt}, \\
    m \frac{d^2 y_i}{dt^2} &= F_{y,i} - \mu \frac{dy_i}{dt},
\end{align*}
$$

until the maximum change in position of any molecule between two consecutive steps is smaller than a given threshold value. The following notations have been used: $x_i, y_i$ are the Cartesian coordinates of molecule $i$, $\mu$ is the damping constant, and $F_{x,i}, F_{y,i}$ are the $x$ and $y$ components of the instantaneous force $\vec{F}_i$ acting on particle $i$ given by the sum of the forces from the neighboring springs:

$$
\begin{align*}
    F_{x,i} &= \sum_{\text{springs}} k \delta r_{ij,x}, \\
    F_{y,i} &= \sum_{\text{springs}} k \delta r_{ij,y},
\end{align*}
$$

where $k$ is the spring constant, and $\delta r_{ij}$ is the deviation of the neighbor spring $j$ from its unstressed value.

At mechanical equilibrium the following condition must always be respected:

$$
\sum_{\text{springs}} k \delta r_{ij} = 0.
$$

As a result of this procedure, the shape of the system is perfectly hexagonal only for the limiting situations when $n_{\text{HS}} = 0$ (all the molecules in the LS state) or $n_{\text{HS}} = 1$ (all the molecules in the HS state), and elsewhere it is distorted (see Fig. 1).

Having clarified the consequences of the switching of one molecule on the lattice, we need to figure out the switching probabilities. As the HS state has a larger volume, the LS state is expected to be favored for a molecule connected with its neighbors by way of compressed springs, and vice versa, the HS state is expected to be favored for the case of a molecule surrounded by elongated springs. Therefore, the concept of local pressure as average force per unit area acting on a given molecule can be defined as

$$
p_i = \sum_{\text{springs}} k \delta r_{ij}.
$$

In Eq. (4), $\sum \delta r_{ij}$ is the algebraic sum at mechanical equilibrium of elongations and compressions of neighboring springs; that is, $\delta r_{ij}$ is taken positive for compressed springs and negative for elongated ones.
circles, HS molecules; small red circles, LS molecules; and open circles, HS molecules in the initial state at $n_{\text{HS}} = 1$.

The local pressure will only be the same for all molecules in the system for perfectly hexagonal-shaped systems; otherwise, the local pressures will be different for every molecule in the system. This difference in local pressure favors the formation of clusters and can lead to an avalanche phenomenon, as we have shown previously.30,32

The Monte Carlo (MC) procedure employed in the model requires expressions for the transition probabilities between the two states. The individual HS $\rightarrow$ LS and LS $\rightarrow$ HS transition probabilities depend on the temperature, on the intrinsic features of the spin-crossover molecules, and on the interactions between molecules, represented here by way of the local pressure, according to

$$P'_{\text{HS} \rightarrow \text{LS}} = \frac{1}{\tau} \exp \left( - \frac{E_A - \kappa p_i}{k_B T} \right),$$

$$P'_{\text{LS} \rightarrow \text{HS}} = \frac{1}{\tau} \exp \left( - \frac{D - k_BT \ln g}{k_B T} \right) \exp \left( - \frac{E_A + \kappa p_i}{k_B T} \right),$$

(5a) (5b)

where $D$ is the enthalpy variation and $k_B \ln g$ is the entropy variation given by the ratio of the density of states $g$, $E_A$ is the effective activation energy, $T$ is the temperature, $p_i$ is the local pressure acting on the $i$th molecule, $\tau$ is a scaling factor, chosen so that the above probabilities are well below unity at any temperature, and $\kappa$ is a constant that establishes to which extent the local pressure influences the relaxation. These probabilities are similar to the probabilities used in Ref. 32 for the study of the evolution of clusters during the thermal spin transition and were determined in analogy to probabilities previously used to treat the thermal hysteresis in Ising-like models.15

The switch of individual molecules is checked with a standard Monte Carlo procedure. For every molecule, the corresponding switching probability given by Eq. (5a) if the molecule is in the HS state or by Eq. (5b) if the molecule is in the LS state, is calculated, then a random number between 0 and 1 is generated. Only if this number is lower than the calculated probability, is the molecule allowed to change its state. A Monte Carlo step is completed when all the molecules in the system have been interrogated once. After every Monte Carlo step, the new mechanical equilibrium positions of all molecules are calculated.

In the simulations presented below, a 10% variation between the radius of molecules in the HS and the LS state has been assumed. However, the effect of this variation is strongly correlated with the value of the spring constant and, in turn, with the value of $\kappa$: the same results can be obtained, for example, by decreasing the radius variation with a certain factor and increasing the elastic constant or the constant $\kappa$ by the same factor. The term $2\kappa p_i$ can be interpreted as an additional free-energy difference between the LS and HS states similar to the $p\Delta V_{\text{HL}}$ term in the mean-field approach for spin-crossover systems under external pressure.11

Furthermore, as the local pressure term in the probabilities of Eq. (5), $\kappa p_i$, can be written as $\kappa k \sum_{\text{neighbors}} \delta r_{ij}$ using Eq. (4), the probability values are given by the product of $k$ and $\kappa$. However, the value of $k$ is also important for the computational time needed for the system to reach its mechanical equilibrium, after solving the system of equations (1). Therefore, for practical purposes we maintain the two parameters for the computations.

### III. RESULTS AND DISCUSSIONS

#### A. The thermal spin transition and bistability

Figure 2 reproduces the thermal hysteresis loops for a system containing 10 981 molecules; that is, 61 molecules along each of the six edges of a hexagonal sample, for various temperature sweep rates achieved by varying the number of Monte Carlo steps per unit temperature. In the simulations we have used material parameters $D = 1100$ K, $g = 1096$, and $E_a = 400$ K, which do not correspond to a specific spin-crossover system but are in line with the values found for several spin-crossover complexes7,21,37 or used in Ising-like models,17 giving a thermal transition centered around 155 K. The effect of the temperature sweep rate is important not only in the simulations but also in experiments. Generally, any hysteresis is kinetic, but in many cases the lifetime of metastable states is high enough for the hysteresis to be regarded as quasistatic. For a large number of spin-crossover compounds, the intrinsic kinetics of the thermal spin-crossover phase transition are indeed quite rapid as long as the transition temperature is well above 100 K, and with only a few exceptions,35 it is not possible to disentangle them from the inherent heat transfer effects under standard experimental conditions. Consequently, at least for bulk materials in the majority of cases, the experimental thermal hysteresis does not depend much on the temperature sweep rate. However, in analogy to the superparamagnetic behavior of nanometric or nanostructured magnetic systems,38 this could no longer be the case for spin-crossover nanocrystals.
The other parameters are $D = 1100$ K, $g = 1096$, $E_u = 400$ K, $\kappa = 2000$ K/N, $k = 0.7$ N/m, $k_B = 1$, and $\mu = 1$ Ns/m.

From a theoretical point of view and due to the finite computing time available for finding the exact thermodynamic HS fraction at a given temperature, data obtained by Monte Carlo simulations can be affected by kinetic effects. On the one hand, this feature could be useful for studying systems composed of nanoparticles as stated above. On the other hand, it can result in an apparent hysteresis even for systems with a gradual transition and no quasistatic hysteresis.

Therefore we first establish the temperature sweep rate for which the width of the hysteresis seems to stabilize; that is, the sweep rate for which the upper and lower temperatures of the hysteresis loops approach constant values. These constant values actually correspond to spinodal points between which the hysteresis width increases exponentially with a power of the system size, as discussed for elastic or Husimi-Temperley long-range interactions.

As demonstrated by Fig. 2, the number of MC steps per unit temperature dramatically influences the shape and width of the thermal hysteresis. A fast temperature sweep rate results in a kinetic effect in the form of an extra broadening of the hysteresis, visible particularly for the descending branch. We also notice that, for fast sweep rates, a small variation of the sweep rate results in large changes of transition temperatures and of the hysteresis width. This dependence is attenuated for comparatively lower temperature sweep rates. Consequently, in order to approach the true thermally equilibrated state of the system at a given temperature, small values of the temperature sweep rate have to be chosen.

Further insight can be gained by representing the hysteresis width on a logarithmic scale as a function of the number of MC steps per unit temperature (Fig. 3). The width of the hysteresis, defined as the temperature interval between upper and lower spinodal points, can be obtained by an asymptotic fit of the hysteresis width vs number of Monte Carlo steps, using for example, a power function. Certainly, this function depends on a large number of parameters (system size, spring constant, etc.), but it is necessary in order to establish whether the switching temperatures are close enough to the spinodal points. From Figs. 2 and 3 it follows that for more than 100 MC steps/K, kinetic effects, resulting in an increase of the apparent hysteresis width, can be neglected. In order to maintain a reasonable computing time for the simulations we present in this paper we have chosen a sweep rate of 100 MC steps/K.

Another method to verify if the hysteresis for the lowest temperature sweep rate presented in Fig. 2 is quasistatic or not only apparent due to a still too high sweep rate, is to check for bistability around the transition temperature. This can be done by simulating relaxation curves starting from different initial HS fractions; that is, from all molecules in the HS state, all molecules in the LS state, or from arbitrary values in between. As expected, at temperatures below 148 K, that is, below the HS→LS transition for the slowest temperature sweep rate, all relaxation curves converge to a metastable state with a HS fraction close to zero [Fig. 4(a)], while at higher temperatures, that is, above the corresponding LS→HS transition at 163 K, they directly go to a value of the HS fraction close to one [Fig. 4(c)]. The switching time is longer for temperatures closer to the spinodal points. At an intermediate temperature within the hysteresis, that is, in the region of bistability, the system evolves toward one of the two states depending on the starting conditions [Fig. 4(b)]. The somewhat peculiar shape of the curves with an initial fast part followed by a plateau before the fast, sigmoidal relaxation to the final state of the system is due to the elastic interactions. In the first part the relaxation is completely random, and during the first few Monte Carlo steps at the beginning of relaxation curves small clusters of like-spin domains at the corners of the hexagon nucleate.

FIG. 2. (Color online) Thermal hysteresis: dependence on temperature sweep rate for a system with 10,981 molecules. The other parameters are $D = 1100$ K, $g = 1096$, $E_u = 400$ K, $\kappa = 2000$ K/N, $k = 0.7$ N/m, $k_B = 1$, and $\mu = 1$ Ns/m.

FIG. 3. (Color online) Hysteresis width dependence as a function of the temperature sweep rate on a logarithmic scale: Monte Carlo simulation (full circles), fit with a power function of type $y = A_1 x^{-p_1} + y_0$ with parameters $A_1 = 97.84$ K, $p = 0.58$, and $y_0 = 15.69$ K (full line).
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FIG. 4. Relaxation curves starting from different HS fractions inside and outside the hysteresis loop: (a) for temperatures below the quasistatic hysteresis the relaxation curves converge to HS fractions close to zero; (b) bistability inside the quasistatic thermal hysteresis loops: depending on the high spin fraction at the starting point, one of the two steady states is obtained; and (c) for temperatures higher than the quasistatic hysteresis loop the relaxation curves converge to a HS fraction close to unity.

In the plateau important fluctuations of the HS fraction may appear, until the clusters have evolved sufficiently to result in self-accelerating growth. It may be noted that experimental relaxation curves of this shape have also been reported.41

B. Dependence on the strength of the interaction

It is known that in the absence of any kind of interactions, the thermal transition is smooth and gradual and no hysteresis can be detected. As soon as the strength of intermolecular interactions is large enough, a hysteresis appears, with its shape and width depending on these interactions. In order to check the effects of the intermolecular interactions in the present model, it is necessary to study the effect of a variation of the spring constant.

As expected, we notice that the width and shape of thermal hysteresis change with the spring constant, becoming larger and more abrupt for increasing spring constants (Fig. 5). For very low elastic spring constants, the hysteresis almost vanishes. This feature is similar to the experimental situations—compounds with stronger interacting between the complexes via hydrogen bonding or ππ interactions present wider hysteresis—and also corresponds to numerical experiments using Ising models with stronger short-range interactions as well as the classic mean-field model. As has been previously shown using different models, bigger short-range interactions result in a squarer thermal hysteresis loop. It has also been shown that whereas strong interactions expressed by strong spring constants result in the formation of clusters both in HS→LS relaxation curves,30 as well as for the thermal hysteresis,32 lower elastic constants just below the critical value result in almost random switches inside the sample and therefore essentially reproduce the predictions of the mean-field approach.

C. Sample size dependence

As spin-crossover nanoparticles have become a hot topic in the spin-crossover community over the past few years,42–45 the theoretical study of the behavior of these systems is becoming increasingly important. The open boundary conditions considered in our model make it very appropriate for the study of nanoparticle systems, as edge effects play an important role during the thermal transition as well as for relaxation processes.

Experimental data show that, generally, nanoparticles have a different behavior compared to that of the bulk samples.46 The reduction in size results in a smoother transition and a shift of the transition temperature toward lower temperatures. At the same time, hysteresis loops become narrower and

FIG. 5. (Color online) Thermal transition for various spring constant interactions. If the spring constant is higher than a threshold value, then the transition is accompanied by a hysteresis. All the parameters are those from Fig. 2, except the number of Monte Carlo steps considered at every temperature unit, which is 100 steps/K.

FIG. 6. (Color online) Size dependence of the thermal hysteresis for systems composed from 37 to 20 419 molecules. The plotted curves corresponding to systems with less than 10 000 molecules have been obtained as the average of several calculated curves (from 10 for the system with 1261 molecules to 1000 for the system with 37 molecules). Number of Monte Carlo steps = 100 steps/K. The other parameters are those from Fig. 2.
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eventually the hysteresis is replaced by a reversible curve or the transition can become incomplete if the particle size is small enough. A tentative explanation of this behavior has been given in Ref. 46 and implies that the shift of the transition toward lower temperatures is produced by the cutoff of the cooperativity because long-range interactions are limited by the open boundary conditions.

In order to study the size effects within the framework of the present model, we have performed simulations of the thermal hysteresis on samples with sizes from 37 (four molecules along each edge) up to 20 419 molecules (83 molecules along each edge). We show that, if the system size decreases, the thermal hysteresis width becomes smaller. We find that there is a critical dimension of the system, for which the hysteresis vanishes. For the present system, the critical dimension, which can be considered as the superparamagnetic limit for this system, is between 37 and 61 (four to five molecules along each edge), but, of course, this value depends on the spring constant. This observation confirms the prediction made several years ago by Oliver Kahn47 and confirmed experimentally very recently,48 that there is a minimum size for hysteretic behavior in spin-crossover phenomena and that this limit is expected to be around a few nanometers. In addition, compatible results have been obtained in a three-dimensional (3D) Ising-like model.19

However, the data presented in Fig. 6 reproduce only partially experimental data: the decreasing hysteresis width with decreasing particle size is successfully reproduced, but the generally observed decrease of the transition temperature with decreasing size is not adequately simulated.

In order to account for all experimental features, and especially the decrease of the thermal transition temperature for spin-crossover nanoparticles compared to the bulk value, we consider weak interactions between spin-crossover molecules situated at the edge of the system and the surrounding medium. The motivation for this is presented in the following. In a real situation, nanoparticles are prepared either by the inverse micelle method42 or polymer protected synthesis45 in order to obtain different particle sizes. The polymer itself forms a flexible matrix around the nanoparticles, thus preventing the nanoparticles from agglomerating through the highly favorable surface free energy. On the other hand, with decreasing nanoparticle size, more and more molecules are present on the surface compared to the core (high surface-to-volume ratio). The surface molecules interact with the polymer matrix via van der Waals interactions and, depending upon the matrix, hydrogen bonding. According to the mechanoelastic model, the thermal spin transition occurs from the surface, preferentially from the corners,30,32 and HS to LS transformation effectively reduces the volume of the individual molecule as well as of the whole nanoparticle. As a result, the cavity provided by the polymer matrix for the nanoparticle becomes too big. However, at low temperatures the polymer matrix is much less flexible than at room temperature. Thus, in addition to the internal interactions considered by the mechanoelastic model so far, the reduction of the overall volume of the nanoparticle results in a negative contribution to the pressure originating from pulling forces from the polymer network. The absolute value of this negative pressure increases with increasing LS fraction. As shown in Fig. 7(a), we consider small nanoparticles embedded in a polymer matrix, which creates such an increasingly negative pressure on edge molecules during the transition. For the effective modeling, it proved simpler to consider that the system is enclosed by a rigid shell of nonswitching molecules attached to the spin-crossover molecules with springs of a given force constant, that we denote here as \( k_{\text{pol}} \). These will progressively reduce the HS→LS switching probability of the molecules closer to the edge. With this premise, the transition is more gradual while the transition temperature moves to lower temperatures [Fig. 7(b), \( k_{\text{pol}} = 0.007 k \), for a system with 2791 molecules]. For an even higher interaction between edge molecules and the embedding polymer \( k_{\text{pol}} = 0.04 k \), the transition is not complete anymore, and a residual HS fraction results. In Fig. 7(c) we present three snapshots of the polymer-embedded system taken during the descending branch for different values of \( n_{\text{HS}} \), and for comparison, a snapshot of an open boundary system at an intermediate \( n_{\text{HS}} \) value. We notice that, even if the switching probability of edge molecules is lowered due to the presence of a polymer matrix, LS clusters still start to

---

**FIG. 7.** (Color online) (a) Hexagonal spin-crossover nanoparticles (full circles) embedded in a polymer matrix (open circles). (b) Thermal hysteresis for bulk systems (thick full line) and nanoparticles in polymer (thin dashed and dotted lines). (c) Snapshots of spin configurations for polymer-embedded nanoparticles for \( n_{\text{HS}} = 0.9 \) (I), \( n_{\text{HS}} = 0.7 \) (II), and \( n_{\text{HS}} = 0.5 \) (III), and for open boundaries nanoparticles at \( n_{\text{HS}} = 0.7 \) (IV). Black circles, HS molecules; yellow circles, LS molecules.
form from corners, as in the case of open boundary systems. In order to obtain further insight concerning the differences between the evolution of clusters in the two types of systems, a more thorough analysis, including a comparison between the wetting angle of the nucleation droplets for various \( k_{\text{pol}} \) (Ref. 50) is necessary. This problem will be treated in a future study.

D. External pressure dependence and pressure hysteresis

While in the previous paragraphs we have analyzed the effects of a variable negative pressure on spin-crossover nanoparticles resulting from their interaction with the surrounding medium, in the following we shall discuss the case of a positive external pressure. The external pressure effect on spin-crossover complexes has been studied theoretically and experimentally in several papers \(^{11,51,52}\) (and references therein). If the external pressure increases, then the LS state is favored due to its smaller volume and the spin transition is shifted toward higher temperatures, while the width of the thermal hysteresis, if it exists, becomes smaller.

In order to take into account the external pressure in the mechanoelastic model, we have added constant pressure forces acting on particles situated at the edges of the system. The pressure forces are considered equal in their absolute values and oriented in the direction of the springs connecting the particle with its neighbors inside the lattice. This definition of the external pressure will produce an initial compression of all springs in the system (and a shift in position of all molecules in the system toward the inner regions), until the vector sum of the forces acting on all system molecules becomes zero [Eq. (4)]. In this case, the local pressure for edge molecules is written as

\[
p_i = \sum_{\text{neighbors springs}} k \delta x_i + \sum_{\text{missing springs}} p, \tag{6}
\]

while for all other molecules in the system the local pressure is still given by relation (3).

In Fig. 8 we present thermal hysteresis loops simulated for different external pressures. As expected according to experimental data, the hysteresis loop shifts toward higher temperatures and its width diminishes. For small external pressures applied to the system, the hysteresis width is inversely proportional to the external pressure; this is no longer the case for higher external pressures. For even higher values of the pressure, the hysteresis finally vanishes.

Besides the thermal hysteresis, another spin-crossover hysteresis of interest is the pressure hysteresis. In this case, the temperature is kept constant at a value above the thermal transition temperature where \( n_{\text{HS}} \) is close to one, while the external pressure varies in small steps. The local pressures will then vary not only as a result of the reorganization of the molecules in the system during the transition, but also as a direct effect of the external pressure. Simulated pressure hysteresis loops at constant temperature in the frame of the present model are shown in Fig. 9. The main characteristics of experimental hysteresis loops, discussed above, can also be noticed in the simulated cycles insofar as they are mirroring the hysteresis loop for the thermal hysteresis, with a HS fraction close to one at lower pressure. This is in qualitative agreement with the mean-field model, for which it was shown that any pressure hysteresis loop can be obtained from a thermal hysteresis loop by a linear variable change.\(^{51}\)

IV. CONCLUSIONS

In this paper we have realized an extensive simulation of the main features of the thermal hysteresis in spin-crossover complexes by using the mechanoelastic model, and we have shown that experimental data can be reproduced in the framework of the present model. Special attention has been devoted to the behavior of nanosized systems, and we have shown that considering the interactions with the embedding polymer,
the particular behavior of these systems, and primarily the variation of the transition temperature with the system’s size can be reproduced. The behavior of the samples under external pressure has also been discussed. In further work, we shall extend our model to 3D in order to have better insight into the behavior of spin-crossover nanoparticles.
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