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Abstract

The parareal algorithm is a time domain decomposition algorithm for the time parallel approximation of solutions of evolution problems. It can be interpreted as a multiple shooting method for initial value problems with a particular choice of the approximate Jacobian on a coarse grid. The method can give significant speedup for non-linear systems of ordinary differential equations and discretized diffusive partial differential equations, but has been reported to be less effective for hyperbolic problems. We prove in this paper a convergence result for the advection equation using the technique of characteristics. Our analysis also reveals limitations of the method when applied to the second order wave equation.
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1 Introduction

Time domain decomposition methods have a long history: already Nievergelt proposed in [19] a parallel algorithm based on a decomposition of the time direction for the solution of ordinary differential equations. While his idea targeted large scale parallelism, Miranker and Liniger proposed a little later in [18] a family of naturally parallel Runge Kutta methods for small scale time parallelism. Waveform relaxation methods, introduced by Lelarasmee, Ruehli and Sangiovanni-Vincentelli in [14] for the large scale simulation in VLSI design, are another fundamental way to introduce time parallelism into the solution of evolution problems. A more recent time parallel algorithm which we will study in this paper is the parareal algorithm, see Lions, Maday and Turinici [15]. For an up to date historical review and further references, see [11].

The parareal algorithm is a time domain decomposition method, based on multiple shooting with an approximate Jacobian on a coarse grid. A detailed derivation of the algorithm and relations to other algorithms can be found in [11]. This reference also contains sharp convergence estimates for linear
problems, including discretizations of the heat equation and the advection equation on unbounded domains, which show that while the method works well in the diffusive case, it is not effective in the advective case on unbounded domains. For nonlinear problems, the parareal algorithm has been analyzed in [9], and a sequence of numerical experiments showed that substantial speedup can be obtained for a problem from chemical reactions, the computation of satellite orbits, and for the Lorenz equations, which are a simplistic model for weather prediction, one of the key applications for time parallel algorithms, since computations need to be performed in real time, and thus any speedup is welcome, even if it is suboptimal, which is often the case for time parallel algorithms. More substantial numerical experiments can be found for fluid and structure problems in [6], for the Navier-Stokes equations in [8], and for reservoir simulation in [12]. Several variants of the method have been proposed, see for example [6, 13]. The algorithm has been further analyzed in [16, 17], and its stability is investigated in [3, 20].

For hyperbolic problems, the parareal algorithm can have performance problems, as it was pointed out in [6] and [11]. An interesting modification of the parareal algorithm was then proposed in [5] and [7], and further analyzed in the context of shooting methods in [10]. Numerical experiments in [11] however had shown that for advection equations on bounded domains, the parareal algorithm can be effective, and approximately linear convergence was observed, which could not be explained by the Fourier analysis used in [11]. We prove in this paper a convergence result for the advection equation on bounded domains. Our result is based on the technique of characteristics, which is the main novelty in the analysis of the parareal algorithm, and permits a generalization to non-constant coefficient and non-linear problems. We then show, using again the method of characteristics, the limitations of the parareal algorithm applied to the second order wave equation. We illustrate our results by numerical experiments.

2 Derivation of the Parareal Algorithm

The parareal algorithm is a time parallel algorithm for the solution of the general nonlinear system of ordinary differential equations

\[ u'(t) = f(u(t)), \quad t \in (0, T), \quad u(0) = u^0, \]

where \( f : \mathbb{R}^M \rightarrow \mathbb{R}^M \) and \( u : \mathbb{R} \rightarrow \mathbb{R}^M \). To obtain a time parallel algorithm for (1), we follow the derivation in [9]: we decompose the time domain \( \Omega = (0, T) \) into \( N \) time subdomains \( \Omega_n = (T_n, T_{n+1}), \) \( n = 0, 1, \ldots, N - 1, \) with \( 0 = T_0 < T_1 < \ldots < T_{N-1} < T_N = T, \) and \( \Delta T_n := T_{n+1} - T_n, \) and consider on each time subdomain the evolution problem

\[ u_n'(t) = f(u_n(t)), \quad t \in (T_n, T_{n+1}), \quad u_n(T_n) = U_n, \quad n = 0, 1, \ldots, N - 1, \]

where the initial values \( U_n \) need to be determined such that the solutions on the time subdomains \( \Omega_n \) coincide with the restriction of the solution of (1) to
\( \Omega_n \), i.e. the \( U_n \) need to satisfy the system of equations

\[
U_0 = u^0, \quad U_n = \varphi_{\Delta T_n}(U_{n-1}), \quad n = 1, \ldots, N - 1,
\]

where \( \varphi_{\Delta T_n}(U) \) denotes the solution of (1) with initial condition \( U \) after time \( \Delta T_n \). This time decomposition method is nothing else than a multiple shooting method for (1), see [4]. Letting \( U = (U_0^T, \ldots, U_{N-1}^T)^T \), the system (3) can be written in the form

\[
F(U) = \begin{pmatrix}
U_0 - u^0 \\
U_1 - \varphi_{\Delta T_1}(U_0) \\
\vdots \\
U_{N-1} - \varphi_{\Delta T_{N-1}}(U_{N-2})
\end{pmatrix} = 0,
\]

where \( F : \mathbb{R}^{M \times N} \rightarrow \mathbb{R}^{M \times N} \). System (4) defines the unknown initial values \( U_n \) for each time subdomain, and needs to be solved, in general, by an iterative method. For a direct method in the case where (1) is linear and the system (4) can be formed explicitly, see [1].

Applying Newtons method to (4) leads after a short calculation to

\[
\begin{align*}
U_0^{k+1} & = u^0, \\
U_n^{k+1} & = \varphi_{\Delta T_n}(U_{n-1}^k) + \varphi'_{\Delta T_n}(U_{n-1}^k)(U_{n-1}^{k+1} - U_{n-1}^k),
\end{align*}
\]

where \( n = 1, \ldots, N - 1 \). In [4], it was shown that the method (5) converges quadratically, once the approximations are close enough to the solution. However in general, it is too expensive to compute the Jacobian terms in (5) exactly. An interesting recent approximation is the parareal algorithm, which uses two approximations with different accuracy: let \( F(T_n, T_{n-1}, U_{n-1}) \) be an accurate approximation to the solution \( \varphi_{\Delta T_n}(U_{n-1}) \) on time subdomain \( \Omega_{n-1} \), and let \( G(T_n, T_{n-1}, U_{n-1}) \) be a less accurate approximation, for example on a coarser grid, or a lower order method, or even an approximation using a simpler model than (1). Then, approximating the time subdomain solves in (5) by \( \varphi_{\Delta T_n}(U_{n-1}^k) \approx F(T_n, T_{n-1}, U_{n-1}^k) \), and the Jacobian term by

\[
\varphi'_{\Delta T_n}(U_{n-1}^k)(U_{n-1}^{k+1} - U_{n-1}^k) \approx G(T_n, T_{n-1}, U_{n-1}^{k+1}) - G(T_n, T_{n-1}, U_{n-1}^k),
\]

we obtain as approximation to (5)

\[
\begin{align*}
U_0^{k+1} & = u^0, \\
U_n^{k+1} & = F(T_n, T_{n-1}, U_{n-1}^k) + G(T_n, T_{n-1}, U_{n-1}^{k+1}) - G(T_n, T_{n-1}, U_{n-1}^k),
\end{align*}
\]

which is the parareal algorithm, see [15] for a linear model problem, and [2] for the formulation (6). A natural initial guess is the coarse solution, i.e. \( U^0 = G(T_n, T_{n-1}, U_{n-1}^k) \) for \( n = 1, 2, \ldots, N \).
Figure 1: Propagation of the solution along the characteristics, and Assumption on the approximate solver $G$.

3 The Parareal Algorithm for the Advection Equation

We now study the convergence behavior of the parareal algorithm applied to the one dimensional linear advection equation on the domain $\Omega := (0,L)$, $L > 0$,

\[
\begin{align*}
    u_t + au_x &= f \quad \text{in } \Omega \times (0,T), \\
    u(x,0) &= u^0(x) \quad \text{in } \Omega, \\
    u(0,t) &= g(t) \quad t \in (0,T),
\end{align*}
\]  

(7)

where we assume that $a > 0$, so that a boundary condition on the left needs to be imposed. We also assume for simplicity that $a$ is constant; we will indicate at the end how the analysis can be generalized to the case of variable advection speed $a$.

Applying the parareal algorithm to (7), we obtain the same iteration (6), where now however the iterates are functions, $U_n^n : \Omega \mapsto \mathbb{R}$. Numerical experiments in [11] showed that the parareal algorithm converges approximately linearly for this problem, which could not be explained by the Fourier analysis in [11]. We assume in what follows that the fine approximation $F(T_n,T_{n-1},U_{n-1})$ is the exact solution of (7) at time $T_n$ with initial condition $U_{n-1}$ at time $T_{n-1}$, and that $G(T_n,T_{n-1},U_{n-1})$ is an approximate solution of (7) at time $T_n$ with initial condition $U_{n-1}$ at time $T_{n-1}$. In addition, $G$ needs to satisfy the assumption

**Assumption 1** There exists a positive constant $\tilde{a}$, $0 < \tilde{a} \leq a$, such that $G(T_{n+1},T_{n},U_{n})$ at $x$ only depends on the boundary condition $g$ and on $U_{n}(x - \tilde{a} \Delta T_n)$ for $x - \tilde{a} \Delta T_n \geq 0$.

**Remark 1** Assumption 1 is natural for the advection equation, since the exact solution follows the characteristics, as illustrated in Figure 1, and for convergence, the CFL condition of the scheme requires that $\tilde{a} \leq a$.

We need two lemmas to prove a convergence result of the parareal algorithm (6) applied to problem (7). The first Lemma holds in general for the parareal algorithm (6) applied to any problem.
Lemma 1 If $F$ is exact, then at iteration $k$ of the parareal algorithm (6), $U^k_n$ is the exact solution for $n \leq k$.

Demostración. The proof is by induction, in both $k$ and $n$: for $k = 0$, we have $U^0_n = u^0$ which is the initial condition and hence is exact. So assume that the result holds for $k$, i.e. $U^k_n$ is exact for $n \leq k$. Then at iteration $k+1$, we still have for $n = 0$ that $U^{k+1}_0 = u^0$, and we can now use induction on $n$: assuming that $U^{k+1}_n$ is exact, algorithm (6) gives, since $U^{k+1}_n = U^k_n$,

\[
U^{k+1}_{n+1} = F(T_{n+1}, T_n, U^k_n) + G(T_{n+1}, T_n, U^{k+1}_n) - G(T_{n+1}, T_n, U^k_n)
\]

which is exact by the assumption on $F$, and thus concludes the proof.

The next lemma shows a similar property going out from the left boundary, if the parareal algorithm (6) is applied to the advection equation (7).

Lemma 2 Let $F$ be exact and $G$ satisfy Assumption 1, when the parareal algorithm (6) is applied to the advection equation (7). If $U^k_n(x)$ at iteration $k$ satisfies $U^k_n(x) = u(x, T_n)$, for $x \in [0, \alpha]$ for some $\alpha \geq 0$ and for all $n = 0, 1, \ldots, N$, then $U^{k+1}_n(x) = u(x, T_{n+1})$ for $x \in [0, \alpha + \Delta T]$ and all $n$, where $\Delta T = \min_{n \in \{0, 1, \ldots, N-1\}} \Delta T_n$.

Demostración. The proof is by induction on $n$. For $n = 0$, we have by definition (6) that $U^0_0 = u(x, 0)$ for all $x$ and all $k$. So now we assume that for a given $n$, $U^{k+1}_n(x) = u(x, T_n)$ for $x \in [0, \alpha + \Delta T]$. By assumption of the Lemma, we also have that $U^k_n(x) = u(x, T_n)$ for $x \in [0, \alpha]$, which implies that

$U^{k+1}_n(x) = U^k_n(x) = u(x, T_n)$, for $x \in [0, \alpha]$.

Using now Assumption 1, the difference $G(T_{n+1}, T_n, U^{k+1}_n) - G(T_{n+1}, T_n, U^k_n)$ in algorithm (6) vanishes on the interval $[0, \alpha + \Delta T_n]$, and thus the algorithm (6) gives on this interval $U^{k+1}_{n+1} = F(T_{n+1}, T_n, U^k_n)$, which implies that $U^{k+1}_{n+1} = u(x, T_{n+1})$ for $x \in [0, \alpha + \Delta T_n]$, since $F$ is the exact solution, $U^k_n(x) = u(x, T_n)$ for $x \in [0, \alpha]$ and $\alpha \geq \Delta T$. Using now that $\Delta T = \min_{n \in \{0, 1, \ldots, N-1\}} \Delta T_n$ completes the proof by induction.

We are now ready to prove a convergence estimate for the parareal algorithm (6) applied to the advection equation (7). Figure 2 is illustrating the argument graphically, where we assumed that the coarse grid is equi-spaced, i.e. $T_n - T_{n-1} = \Delta T$ for all $n = 1, 2, \ldots, N$.

Theorem 1 Let $U^k_n$ be the approximations computed by the parareal algorithm (6) applied to the advection equation (7), where $F$ is exact and $G$ satisfies Assumption 1, and let $\Delta T = \min_{n \in \{0, 1, \ldots, N-1\}} \Delta T_n$. Then we have the convergence estimate

\[
\sum_{n=0}^{N} |u(\cdot, T_n) - U^k_n|_1 \leq C \max(L - k\Delta T, 0) \times \max(N - k, 0),
\]
Figure 2: Convergence mechanism of the parareal algorithm applied to the advection equation.

where the constant \( C \) can be estimated by

\[
C = \max_{n=1,2,...,N} ||u(\cdot,T_n) - U^n||_{\infty}.
\]

Demostración. For \( k = 0 \), the estimate holds, since the sum of the \( L^1 \) norms is bounded by the maximum of the \( L^\infty \) norms multiplied by \( L \) and \( N \). To obtain the decay estimate (8) for \( k > 0 \), Lemma 1 shows that \( ||u(\cdot,T_n) - U^k_n||_1 = 0 \) for \( n \leq k \), and using Lemma 2 inductively in \( k \) shows that \( U^k_n(x) = u(x,T_n) \) for \( x \in [0,ka\Delta T] \). Therefore, the difference \( u(x,T_n) - U^k_n(x) \) is only non-zero for \( n > k \) and \( x > ka\Delta T \), which leads to the estimate (8).

\[ \square \]

Remark 2 The convergence result stated in Theorem 1 for the case of a constant advection term can be generalized to the case of variable advection, one simply needs to estimate the minimal distance over which the solution is transported. As long as this quantity remains positive, a similar convergence estimate holds.

4 Numerical Experiments

We solve the advection equation (7) with \( a = 1 \) on the domain \( \Omega = (0,L) \) with \( L = 1 \), and in time from zero up to \( T = 2 \), using for the initial condition \( u^0(x) = e^{-100(x-0.5)^2} \), for the boundary condition \( g(t) = \text{sen} 5t \), and for the source function \( f(x,t) = 0 \). We discretize the equation using the simple first order upwind scheme

\[
\frac{u^j_{i+1} - u^j_i}{\Delta t} + a \frac{u^j_i - u^{j-1}_i}{\Delta x} = f^j_i,
\]
with fine spatial and temporal discretization steps \( \Delta x \) and \( \Delta t \) to emulate \( F \), and with coarser spatial and temporal discretization steps \( \Delta X \) and \( \Delta T \) to obtain the coarse approximation \( G \). Note that we need to interpolate the solution from the coarse spatial grid to the fine spatial grid, and we use here linear interpolation.

In the first experiment, we chose for the coarse mesh \( \Delta T = \frac{T}{10} \) and \( \Delta X = \frac{1}{5} \), and for the fine mesh \( \Delta t = \frac{T}{100} \) and \( \Delta x = \frac{1}{100} \). We show in Figure 3 the initial guess and the first five iterations of the parareal algorithm. One can clearly see how the error is removed step by step, both from the initial line and also from the left boundary, as predicted by Theorem 8. We show in Figure 4 the convergence curve corresponding to this experiment, together with the theoretical estimate from Theorem 1. This shows that the rate estimate is quite sharp, the only overestimate is in this example the constant due to the use of the \( L^\infty \) and maximum norms in (8), but one could construct an example where this estimate is sharp as well.

We used in this first example a spatial and temporal discretization step which is precisely at the CFL condition, \( a \frac{\Delta t}{\Delta x} = 1 \), and thus Assumption 1 is verified with \( \bar{a} = a = 1 \). In the next example, we change the coarse time step to \( \Delta T = \frac{T}{15} \) and the fine time step to \( \Delta t = \frac{T}{30} \), so that the discretization now stays below the CFL condition, \( a \frac{\Delta t}{\Delta x} \approx 0.923 \). In this case, Assumption 1 is not verified any more with a strictly positive \( \bar{a} \) for our discretization, since at each grid point, the scheme uses information from the same grid point one step earlier in time. We show in Figure 5 again the initial guess and the first five iterates. Even though our analysis does not apply any more, the behavior of the parareal algorithm is very similar to the case where Assumption 1 is verified: the error is still removed from the boundary as well, but now only approximately, as one can see in the error plots: on the left, at iteration two, and even more pronounced at iteration three, the error is not identically zero any more in the corresponding spatial interval, it takes one more iteration to remove it there, as one can see in iteration 4. We show in Figure 6 the convergence curve for this case. Clearly the algorithm does not converge any more in the sixth step, but a more rapid convergence regime sets in, probably due to the slight diffusive nature of the discretized problem [11].

### 5 The Parareal Algorithm for the Wave Equation

It is tempting to try to generalize the convergence analysis using characteristics to the case of the second order wave equation,

\[
\begin{align*}
\frac{\partial u}{\partial t} &= c^2 \frac{\partial^2 u}{\partial x^2} & \text{in } \Omega \times (0,T), \\
\left. u(x,0) \right|_{x=0} &= u_0(x) & \text{in } \Omega
\end{align*}
\]  

(9)

The property of the advection equation (7) which led to the convergence result in Theorem 1 was the fact that the solution later in time is only affected by the boundary condition, and not the initial condition. This is however not the case
Figure 3: Initial guess and first five iterates of the parareal algorithm, on top the approximate solution, and underneath each time the error of the approximation, for the case where the discretization is precisely at the CFL condition.
for the wave equation (9) with Dirichlet boundary conditions
\[
\begin{align*}
    u(0, t) &= g_l(t) \quad t \in (0, T), \\
    u(L, t) &= g_r(t) \quad t \in (0, T),
\end{align*}
\]
(10)
since with these conditions, the solution will be reflected on the boundary, and hence the initial condition can have an influence on the solution at an arbitrary later time.

The situation changes when one imposes transparent boundary conditions,
\[
\begin{align*}
    c u_x(0, t) - u_t(0, t) &= g_l(t) \quad t \in (0, T), \\
    c u_x(L, t) + u_t(L, t) &= g_r(t) \quad t \in (0, T).
\end{align*}
\]
(11)
With these conditions, waves that arrive at the boundary are simply absorbed, and the only incoming information comes from the boundary functions \(g_l(t)\) and \(g_r(t)\). We show a numerical solution as an example in Figure 7, where we create an initial wave at \(x = 1\), and also on each boundary a wave at \(t = \frac{T}{2}\). A convergence result similar to the one for the advection equation could be shown for this case, as illustrated in Figure 8. There are now two propagation directions, so the algorithm can transport the correct boundary information both from the left and the right boundary, in addition to the initial line. As soon as in a region both the correct information from the left and from the right are available, the algorithm obtains the exact solution in that region.

In order to prove such a result however, one will need a similar assumption on \(G\) as Assumption 1 for the advection equation, and unlike in the advection case, it is not natural for a discretization of the wave equation to solve the two propagation directions independently. For example the standard second order centered finite difference scheme for (9) is always using information from both
Figure 5: Initial guess and first five iterates of the parareal algorithm, on top the approximate solution, and underneath each time the error of the approximation, for the case where the discretization is below the CFL condition.
Figure 6: Convergence behavior of the parareal algorithm applied to the advection equation, together with the theoretical estimate, when Assumption 1 is violated.

Figure 7: An example of a solution of the wave equation with transparent boundary conditions.
Figure 8: Idea how to generalize the convergence argument for the advection equation using characteristics to the wave equation.

directions, which prevents a convergence argument from going through. An illustrative example is shown in Figure 9. While the algorithm clearly proceeds to obtain the solution from the initial line in the time direction, as proved in Lemma 1, the solution at the two spatial boundaries is not obtained as in the case of the advection equation, only once the correct front from the initial condition reaches the point where the boundary condition is non-zero. Thus a convergence result like Theorem 1 does not hold when the parareal algorithm (6) is applied to an arbitrary discretization of the second order wave equation (9), not even with transparent boundary conditions (11).

6 Conclusions

Using characteristics, we have obtained a convergence result for the parareal algorithm applied to the advection equation with Dirichlet boundary condition. The algorithm computes in that case exact solution parts from the boundary inward, as it does usually from the initial line. This result can be generalized for variable coefficient advection problems, the only property needed in the proof is the transport of information along characteristics. Our analysis indicates however that the parareal algorithm is not the ideal tool to parallelize the solution of the advection equation: it would be much more efficient to solve such problems along characteristics, and then each characteristic can be solved independently, the problem becomes embarrassingly parallel.

In the case of the second order wave equation, the parareal algorithm can not obtain the exact solution from the boundary inward, even though the solution also has propagation directions, as in the case of the advection equation. For the algorithm to successfully do so, it would need a discretization which satisfies an assumption similar to the key assumption made for the advection equation, and
Figure 9: Initial guess and first seven iterates of the parareal algorithm, on top the approximate solution, and underneath each time the error of the approximation, for the case of the second order wave equation.
usual discretizations of the wave equation do not satisfy such an assumption. The algorithm is thus only converging from the initial line, which makes it not very useful for parallelizing the solution of the wave equation in time, since the number of iterations needed is then equal to the number of processors one can use in time.

If one needs to compute approximate solutions of the second order wave equation in a time parallel fashion, one therefore either needs to find discretizations of the wave equation which satisfy a propagation assumption, like in the case of the advection equation, or one needs to use a modified time parallel algorithm, a possibility being the modification of the parareal algorithm proposed in [5, 7, 10].
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