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Abstract

Differentiation matrices play an important role in the space discretization
of first order partial differential equations. The present work considers grids
on a finite interval and treats homogeneous Dirichlet boundary conditions.
Differentiation matrices of orders up to 6 are derived that are banded, stable,
and skew symmetric. To achieve these desirable properties, non-equidistant
grids are considered.

1 Introduction
This paper deals with the approximation of the first derivative u′(ξ) on a grid over
a finite interval

a = ξ0 < ξ1 < · · · < ξn < ξn+1 = b. (1)

To keep the notation simple we suppress the dependence of ξk on n, the number
of internal grid points. We always assume that the grid is dense in [a, b], mean-
ing that maxk=0,...,n |ξk+1 − ξk| = O(n−1). In view of applications to the space
discretisation of partial differential equations with Dirichlet boundary conditions,
our main interest is in functions u(ξ) vanishing at both endpoints. We assume
that the derivative approximation is obtained by a linear combination of function
values over the same grid. This leads to the consideration of

u′(ξm) ≈
n∑
k=1

D̂m,ku(ξk) (2)
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for m = 1, . . . , n. The matrix (D̂m,k) is called a differentiation matrix. Our
interest is in such matrices that have the following features:

• the matrix (D̂m,k)nm,k=1 is banded, i.e., there exists an integer r ≥ 1 such
that D̂m,k = 0 for |m − k| ≥ r + 1. This assumption brings an evident
computational advantage, and guarantees that the derivative approximation
is local.

• the differentiation formula is stable, which means that the entries of the
differentiation matrix satisfy |D̂m,k| = O(n).

• the approximation is of order P ≥ 2. This means that for smooth functions
u(ξ) the defect in (2) isO(hP ), where h = maxnk=0 |ξk+1− ξk|. For banded,
stable grids this is equivalent to requiring that the formula (2) is exact for
all polynomials of degree ≤ P that vanish at the endpoints.

• the matrix (D̂m,k)nm,k=1 is skew symmetric. Since the first derivative is a
skew-symmetric operator, this is a natural assumption in the spirit of geo-
metric numerical integration. It has several interesting implications for the
discretisation of partial differential equations (see [1]).

For an equidistant grid {ξk = a+ kh} with h = (b− a)/(n+1) the discretisation

u′(ξ) ≈ 1

2h

(
u(ξ + h)− u(ξ − h)

)
leads to a differentiation matrix that satisfies all four properties, but which is only
of second order. The nonzero entries are D̂k,k+1 = 1/(2h) and D̂k,k−1 = −1/(2h).
Our focus is on differentiation matrices of order higher than 2.

On an equidistant grid the fourth-order approximation

u′(ξ) ≈ 1

12h

(
u(ξ − 2h)− 8u(ξ − h) + 8u(ξ + h)− u(ξ + 2h)

)
(3)

can be used at all grid points with the exception of ξ1 and ξn. For these two grid
points one-sided approximations can be used. This, however, destroys the skew-
symmetry of the matrix.

The difficulty in the construction of skew-symmetric differentiation matrices
lies in the fact that we are dealing with Dirichlet boundary conditions on a finite
interval. For equidistant infinite grids on the whole real line or for equidistant
finite grids and periodic boundary conditions a differentiation formula like (3) can
be used everywhere, retaining skew-symmetry.
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Finite difference approximations satisfying a “summation by parts rule” (see
[4, 7, 6]) are closely connected to the present work. Their approach consists in
using an equidistant grid and a standard differentiation formula (like (3)) in the
interior of the interval. Close to the end points, one-sided finite difference ap-
proximations are considered such that the differentiation matrix becomes skew-
symmetric with respect to a modified scalar product. Under the assumption that
the modified scalar product is defined by a diagonal (positive definite) matrix, ap-
proximations of order τ close to the boundary, and of order 2τ in the interior are
proposed for τ = 1, . . . , 4. For scalar products with a full matrix at the end points
of the interval, difference approximations with order τ = 3 and τ = 5 at the
boundary, and order τ + 1 in the interior have been computed. Related work for
arbitrary fixed grids can be found in [5] and [3].

In the present work we propose an alternative to the “summation by parts”
approach. We do not modify the inner product in the discrete summation by parts
formula, but we consider instead a grid that is non-uniform near the endpoints of
the interval. This gives similar results concerning the bandwidth of the differen-
tiation matrices in the interior of the interval, and concerning the order close to
the boundary. It seems that higher orders can be obtained with the present ap-
proach. It is well known that these approaches yield stable finite difference space
discretizations for hyperbolic systems. The absence of ‘skew symmetry’ can lead
to unstable space discretisations. The present article is restricted to homogeneous
boundary conditions and to approximations of the first space derivative. We ex-
pect that an extension to non-homogeneous boundary conditions or to Neumann
boundary conditions will give similar results.

The structure of the considered differentiation matrices and that of the un-
derlying grid are presented in Section 2. The following Section 3 is devoted to
conditions on the grid that are necessary for the existence of higher-order skew-
symmetric differentiation matrices. The construction of such matrices is detailed
in Section 4 for order 3, in Section 5 for order 4, and higher orders (up to order 6)
are discussed in Section 6.

2 Structure of considered differentiation matrices
The differentiation matrix originating in a differentiation formula such as (3) is
skew symmetric everywhere with the exception of its left upper and right lower
corners. The idea is to modify the coefficients in these parts to achieve skew
symmetry and retain high order, stability and the banded structure. It follows from
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the results of [2, 1] that this is not possible for an equidistant grid. We therefore
modify the grid, but we do this only close to the endpoints of the interval.

2.1 The choice of the grid
We fix positive integers N and L and consider the symmetric grid

xk =


−a−kh, k = −L, . . . ,−1,
kh, k = 0, 1, . . . , N,

1 + ak−Nh, k = N + 1, . . . , N + L,

(4)

where h = 1/N and a1, . . . , aL are parameters (0 < a1 < · · · < aL), which
may depend on h. This grid corresponds to the interval [−aLh, 1 + aLh] and has
n = N +2L−1 interior grid points. It is equidistant except for a few subintervals
at the endpoints.

2.2 The pattern of the differentiation matrix
Associated to the grid (4) we consider differentiation matrices (Dm,k) yielding
approximations

u′(xm) ≈
N+L−1∑
k=−L+1

Dm,ku(xk) (5)

for functions u(x) vanishing at the endpoints x−L and xN+L. For the definition of
the matrix (Dm,k) we consider a basic differentiation rule for an equidistant grid

u′(x) ≈
R∑

k=−R

δku(x+ kh) (6)

satisfying δ0 = 0 and δ−k = −δk. For example, the differentiation rule (3) has
R = 2, δ1 = 8/(12h) and δ2 = −1/(12h). In general,

δk =
(−1)k−1

kh

R!2

(R− k)!(R + k)!
, k = 1, . . . , R, (7)

gives raise to an (2R)-order differentiation rule.
In addition to the integers N and L of Section 2.1, we fix a positive integer M .

We then assume that
Dm,k = δk−m (8)
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◦ × × ×
× ◦ × ×
× × ◦ × •
× × × ◦ • •

• • ◦ • •
• • ◦ • •
• • ◦ • •
• • ◦ • •
• • ◦ × × ×
• × ◦ × ×
× × ◦ ×
× × × ◦


Figure 1: Pattern of the differentiation matrix with L = 3, M = 2, R = 2, and
N = 7.

for indices m, k satisfying |k − m| ≤ R, and M ≤ m ≤ N − M or M ≤
k ≤ N − M . The remaining entries are zero, with the exception of the two
(M + L− 1)× (M + L− 1) matrices on the upper left and lower right corners:
(Dm,k)M−1m,k=−L+1 and (Dm,k)N+L−1

m,k=N−M+1. We assume them to be skew symmetric.
Moreover, we assume that the whole matrix is skew persymmetric, so that the
lower right sub-matrix is determined by the upper left one via

DN−m,N−k = −Dm,k for − L+ 1 ≤ m, k ≤M − 1.

The whole situation is illustrated in Figure 1 for L = 3, M = 2, R = 2, and
N = 7. The symbol • indicates the entries given by (8), and × indicates non-zero
entries of the two blocks.

For example, if we consider the differentiation formula (3) as basic rule, we
have

Dm,k =



1/(12h) if k = m− 2

−8/(12h) if k = m− 1

0 if k = m

8/(12h) if k = m+ 1

−1/(12h) if k = m+ 2

(9)

for indices m, k satisfying M ≤ m ≤ N −M or M ≤ k ≤ N −M . For smooth
functions u(x) the defect in (5) is O(h4) for M ≤ m ≤ N − M . Our aim is
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to complete the matrix D in the upper left and lower right corners such that D is
skew-symmetric and for all indices the defect in (5) is at least O(h3).

We note that the differentiation matrices considered here are computationally
very efficient. For a given basic differentiation rule only a finite, fairly small num-
ber of coefficients (independent of the number of grid points) need be computed.

2.3 Transformation to an arbitrary grid
The grid (4) is convenient for theoretical investigations. It has n = N + 2L − 1
interior grid points. In practice we have to work with a grid (1) for an interval
[a, b]. We connect both grids by

ξk = a+ η
(
xk−L + aLh

)
, k = 0, 1, . . . , n+ 1, where η =

b− a
1 + 2aLh

.

Note that η is the ratio between the lengths of the corresponding intervals. The
grid (ξk) is also essentially equidistant and only a few subintervals at the end
points have a different length.

The coefficients of the differentiation matrix (2) have to be scaled by η:

D̂m,k = η−1Dm,k.

3 Order conditions
A banded, stable differentiation matrix is of order P if, for allm, the relation (5) is
satisfied exactly for all polynomials u(x) of degree P vanishing at the end points.

3.1 The linear system for the order conditions
For differentiation matrices as defined in Section 2.2 the order conditions for or-
der P lead to a linear system with:

• K(K − 1)/2 unknowns, where K = M + L − 1: these are the elements
below the diagonal of the skew-symmetric sub-matrix (Dm,k)M−1m,k=−L+1.

• (P − 1)K equations: these are obtained by imposing equality in (5) for
m = −L+ 1, . . . ,M − 1 and for polynomials u(x) vanishing at −aLh and
at 1 + aLh. Such polynomials are of the form u(x) =

(
aLh(1 + aLh) +

x(1− x)
)
p(x), where p is of degree P − 2.
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The resulting linear system can be written in the form

AL,MDL,M = bL,M , (10)

where DL,M is a linear arrangement of the subdiagonal elements of the K × K
block (Dm,k)M−1m,k=−L+1.

For example, for L = 3 and M = 2 we have

DL,M =
(
D−1,−2,D0,−2,D0,−1,D1,−2,D1,−1,D1,0

)
and the matrix AL,M is given (for P = 3) by

AL,M =



−u1(x−1) −u1(0) 0 −u1(h) 0 0
u1(x−2) 0 −u1(0) 0 −u1(h) 0

0 u1(x−2) u1(x−1) 0 0 −u1(h)
0 0 0 u1(x−2) u1(x−1) u1(0)

−u2(x−1) −u2(0) 0 −u2(h) 0 0
u2(x−2) 0 −u2(0) 0 −u2(h) 0

0 u2(x−2) u2(x−1) 0 0 −u2(h)
0 0 0 u2(x−2) u2(x−1) u2(0)


where uj(x) =

(
aLh(1 + aLh) + x(1 − x)

)
pj(x), while p1 and p2 are linearly

independent polynomials of degree P − 2 = 1.
The vector bL,M consists of P − 1 sub-vectors bjL,M (for j = 1, . . . , P − 1),

each of which is formed by the K elements (m = −L+ 1, . . . ,M − 1)

(uj)′(xm)−
∑
k≥M

Dm,kuj(xk). (11)

The coefficients Dm,k = δk−m are those inherited from the basic differentiation
rule (7). Since δk−m = 0 for k − m > R, the sum in (11) is nonzero only for
m ≥M −R.

Lemma 1. For a differentiation matrix of order P ≥ 2 the row rank of the matrix
AL,M is at most

(P − 1)K −
(
P

2

)
.

In particular, it is 2K − 3 for P = 3 and 3K − 6 for P = 4.
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Proof. We let uj =
(
uj(x−L+1), . . . , u

j(xM−1)
)
, and set 0 = (0, . . . , 0).

Case P = 3. Multiplication of AL,M from the left with one of the 2K-dimen-
sional row vectors (u1,0), (0,u2) and (u2,u1) yields the zero vector. Since these
vectors are linearly independent, this proves the statement for P = 3.

Case P = 4. In this case we multiply AL,M from the left with one of
the 3K-dimensional row vectors (u1,0,0), (0,u2,0), (0,0,u3), and (u2,u1,0),
(u3,0,u1), (0,u3,u2) to obtain the zero vector. This proves the case P = 4.

A straightforward extension yields the statement for the general case.

3.2 Necessary conditions for the grid
Lemma 1 leads to necessary conditions for achieving order P . We denote by
ujL,M =

(
uj(x−L+1), . . . , u

j(xM−1)
)

the vectors used in the proof of Lemma 1,
and we split the vector bL,M into

(
b1
L,M , . . . ,b

P−1
L,M

)
. We then have the following

necessary order conditions for the existence of a solution for (10):

ujL,M · b
k
L,M + ukL,M · b

j
L,M = 0 for 1 ≤ j ≤ k ≤ P − 1. (12)

The dot denotes the scalar product of two vectors. These relations represent non-
linear conditions for the parameters a1, . . . , aL.

Lemma 2. Assume that the basic differentiation rule (7) is exact for all polynomi-
als of degree P , then the necessary conditions (12) are the same for all M ≥ R.

Proof. We consider the first expression of the left-hand side of (12) and compute
the difference for two consecutive values of M . With the convention δj = 0 for
|j| > R this yields

ujL,M+1 · bkL,M+1 − ujL,M · bkL,M

=
M∑

m=−L+1

uj(xm)
(
(uk)′(xm)−

∑
l≥M+1

δl−mu
k(xl)

)
−

M−1∑
m=−L+1

uj(xm)
(
(uk)′(xm)−

∑
l≥M

δl−mu
k(xl)

)
= uj(xM)

(
(uk)′(xM)−

∑
l≥M+1

δl−Mu
k(xl)

)
+

M−1∑
m=−L+1

uj(xm)δM−mu
k(xM).

8



Adding the same expression with exchanged values of j and k und using the skew-
symmetry relation δ−j = −δj gives(

ujL,M+1 · bkL,M+1 + ukL,M+1 · b
j
L,M+1

)
−
(
ujL,M · bkL,M + ukL,M · b

j
L,M

)
= uj(xM)

(
(uk)′(xM)−

∑
|l−M |≤R

δl−Mu
k(xl)

)
+ uk(xM)

(
(uj)′(xM)−

∑
|l−M |≤R

δl−Mu
j(xl)

)
.

For M ≥ R the grid points xl for l = M − R, . . . ,M + R all belong to the
equidistant sub-grid of (4). Since the degree of the polynomials uj and uk is ≤ P ,
our assumption implies that the right-hand side of the above equation vanishes
identically.

As a consequence of Lemma 2, there is no advantage in considering the non-
linear system (12) for M larger than R. We therefore always assume M = R.

Lemma 3. The solutions of the nonlinear system (12) are independent of the
choice of the functions pj(x) in the definition of uj(x).

Proof. If ûj (for j = 1, . . . , P − 1), is a linear combination of the functions
uj, j = 1, . . . , P − 1, the expressions in (12) for the hat quantities are a linear
combination of those for the original functions. Consequently, the set of solutions
remains unchanged.

3.3 An explicit form of the order conditions
With the functions uj(x) =

(
aLh(1 + aLh) + x(1 − x)

)
xj−1 and the notation

A = aL(1 + aLh) the condition (12) for order P can be written as

M−1∑
m=−L+1

(
uj(xm)(u

k)′(xm) + uk(xm)(u
j)′(xm)

)
= Qj,k(A) (13)

for 1 ≤ j ≤ k ≤ P − 1, where Qj,k(A) = Pj,k(A) + Pk,j(A) and

Pj,k(A) =
M−1∑

m=M−R

uj(mh)
m+R∑
l=M

δl−mu
k(lh).
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We have exploited the fact that δl−m = 0 for |l −m| > R and that xm = mh for
m ≥ 0. The derivative of uj(x) = (hA+ x(1− x))xj−1 is

(uj)′(x) =
(
(j − 1)hA+ jx− (j + 1)x2

)
xj−2.

Using the abbreviation (with the convention 00 = 1)

Sk =
M−1∑

l=−L+1

xkl = hk
(
(−aL−1)k + . . .+ (−a1)k + 0k + 1k + . . .+ (M − 1)k

)
,

the order condition (13) thus becomes

h2A2(j + k − 2)Sj+k−3 + 2hA
(
(j + k − 1)Sj+k−2 − (j + k)Sj+k−1

)
(14)

+
(
(j + k)Sj+k−1 − 2(j + k + 1)Sj+k + (j + k + 2)Sj+k+1

)
= Qj,k(A).

We note that not only Sk contains the factor hk, but also uj(xm) and uk(xl) con-
tain the factor hj and hk, respectively. Therefore, we can divide the equation by
hj+k−1. Doing this and using the notation

sk = (−aL−1)k + . . .+ (−a1)k + 0k + 1k + (M − 1)k (15)

the order conditions finally become (for 1 ≤ j ≤ k ≤ P − 1)

A2(j + k − 2)sj+k−3 + 2A
(
(j + k − 1)sj+k−2 − (j + k)hsj+k−1

)
(16)

+
(
(j + k)sj+k−1 − 2(j + k + 1)hsj+k + (j + k + 2)h2sj+k+1

)
= qhj,k(A).

where qhj,k(A) = h−j−k+1Qj,k(A).

Remark 1. The left-hand expression of (16) is seen to depend only on the sum
j + k. Therefore, it is necessary that qhj,k(A) = qh

ĵ,k̂
(A) whenever j + k = ĵ + k̂.

For P = 3 this does not give any restriction. For order P = 4 we get a single
condition, qh2,2(A) = qh1,3(A). For order P = 5 there are two additional conditions
qh2,3(A) = qh1,4(A) and qh3,3(A) = qh2,4(A), and for general P there is a total of(
P−2
2

)
conditions.
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3.4 Connection with the necessary conditions of [1]
For curiosity we relate the order conditions (12) to those obtained in [1]. Without
any stability restriction on the differentiation matrix it is shown in [1] that the grid
of a P th order skew-symmetric differentiation matrix has to satisfy

N+L−1∑
k=−L+1

f ′(xk) = 0 for f(x) = (x− x−L)2(xN+L − x)2p(x) (17)

for all polynomials p(x) of degree 2P − 4. For the case of a symmetric grid, the
condition (17) is automatically fulfilled for polynomials satisfying p(1 − x) =
p(x), so that only the polynomials p(x) = (x− 1/2)2j−1, j = 1, . . . , P − 2 have
to be considered. For P = 3, this is one equation in contrast to Condition (12)
which consists of three equations for P = 3. This shows that additional order
conditions have to be satisfied for grids of the form (4).

Lemma 4. If a grid (4) satisfies the order conditions (12) for order P , then it also
satisfies the condition (17) for the same order P .

Proof. We put u(x) = (x−x−L)(xN+L−x)(x−1/2)j−1x for j ∈ {1, . . . , P −2}
and let v(x) = u(1− x), so that for the function f(x) of (17) we have

f(x) = (x− x−L)2(xN+L − x)2
(
x− 1

2

)2j−1
=

1

2

(
u(x)2 − v(x)2

)
. (18)

Condition (12) with j = k and u(x), respectively v(x), in place of uj(x) (this is
justified by Lemma 3) thus reads

M−1∑
k=−L+1

u(xk)
(
u′(xk)−

∑
j≥M

Dk,ju(xj)
)
= 0

M̂−1∑
k=−L+1

v(xk)
(
v′(xk)−

∑
j≥M̂

Dk,jv(xj)
)
= 0,

where M ≥ R and M̂ ≥ R can be arbitrarily fixed (Lemma 2). Using the sym-
metry of the grid and the relation v(x) = u(1− x), the condition for v(x) can be
written in terms of u(x) as:

N+L−1∑
k=N−M̂+1

u(xk)
(
−u′(xk)−

∑
j≤N−M̂

DN−k,N−ju(xj)
)
= 0.
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By the central skew-symmetryDN−k,N−j = −Dk,j and with the choice of M̂ such
that M + M̂ = N + 1, a subtraction of both relations for u(x) yields

N+L−1∑
k=−L+1

u(xk)u
′(xk) = 0, (19)

because the two double sums cancel by the skew-symmetry ofDk,j . An analogous
relation is obtained for v(x). The statement now follows from (18) and the fact
that the relation (17) is satisfied for u(x)2 and v(x)2 by (19).

This is a point to emphasise a subtle issue. In [1] the condition (17) is also
sufficient for the existence of a skew-symmetric matrix of order P on a given
grid, except that such a matrix, which is banded, need not be stable. Once we
construct differentiation matrices like in this paper, (17) is clearly insufficient. It
is an open problem whether (17) is necessary and sufficient for the construction
of a stable, skew-symmetric differentiation matrix for every P ≥ 3.

4 Differentiation matrices of order 3

In this section we construct skew-symmetric differentiation matrices of the form
introduced in Section 2 and based on the differentiation formula (3).

4.1 Order conditions for order 3

For the choice (9) of the basic differentiation formula we have R = 2. We put
M = 2 and get qhj,k(A) = phj,k(A) + phk,j(A) with (see Section 3.3)

phj,k(A) =
1

12hj+k

(
−uj(0)uk(2h) + uj(h)

(
8uk(2h)− uk(3h)

))
.

Inserting uj(x) = (hA+ x(1− x))xj−1 into (16) results in the system

2A(s0 − 2hs1) + (2s1 − 6hs2 + 4h2s3) = qh1,1(A)

= 1
6

(
6A2 + 18A+ 13− 36h− 26hA+ 23h2

)
A2s0 + 2A(2s1 − 3hs2) + (3s2 − 8hs3 + 5h2s4) = qh1,2(A)

= 1
6

(
9A2 + 26A+ 18− 48h− 36hA+ 30h2

)
2A2s1 + 2A(3s2 − 4hs3) + (4s3 − 10hs4 + 6h2s5) = qh2,2(A)

= 1
6

(
13A2 + 36A+ 23− 60h− 50hA+ 37h2

)
(20)
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which is necessary for order P = 3. We choose L = 3, so that three parameters
a1, a2, a3 are available. We solve this system numerically and obtain the following
values:

N a1 a2 a3

10 1.003781632659 2.007632287816 2.752472830434
100 1.003023528871 2.004132100779 2.762836922708

1000 1.002922802068 2.003722837122 2.764655844052
10000 1.002912404585 2.003681363399 2.764850531480

100000 1.002911361492 2.003677210713 2.764870136085
∞ 1.002911245556 2.003676749244 2.764872315908

The coefficients of the corresponding differentiation matrix are obtained from
the solution of the linear system (10). Their values, multiplied by h, are as follows:

N D−1,−2 / D1,−2 D0,−2 / D1,−1 D0,−1 / D1,0

10 - 0.3387467173411 - 0.4225146995560 - 0.3192512422566
0.2032627246264 - 0.10262241060990 - 0.6027828536519

100 - 0.3075432630829 - 0.4243406234660 - 0.3351340348980
0.1896736705106 - 0.08174504699602 - 0.6135039576113

1000 - 0.3034984572193 - 0.4242812535380 - 0.3374683924251
0.1879789457053 0.07914665533779 - 0.6147792562106

10000 - 0.3030820398568 - 0.4242713002458 - 0.3377122271803
0.1878052095303 0.07888039374437 - 0.6149091785254

∞ - 0.3030356334373 - 0.4242701465998 - 0.3377394411464
0.1877858563381 0.07885073516130 - 0.6149236416578

All coefficients Dm,k are seen to be bounded by O(h−1) and thus lead to stable
discretizations.

4.2 The limit case h→ 0

We set h = 0 in the order conditions (20) and we note that A = aL(1 + aLh)
becomes aL. The conditions (for order P = 3) are thus (we write a instead of aL)

2as0 + 2s1 = q1,1(a) =
1
6

(
6a2 + 18a+ 13

)
a2s0 + 4as1 + 3s2 = q1,2(a) =

1
6

(
9a2 + 26a+ 18

)
2a2s1 + 6as2 + 4s3 = q2,2(a) =

1
6

(
13a2 + 36a+ 23

)
.

(21)
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Since s0 = L + 1, this system permits us to compute s1, s2, s3 as functions of
a = aL. For L ≥ 4 we can arbitrarily fix a and then we can obtain a1, . . . , aL−1
from the values for s1, s2, s3. Here, we are interested in the case L = 3. In this
situation we obtain

−a1 − a2 + 1 = s1 = 1
12

(
6a2 − 30a+ 13

)
a21 + a22 + 1 = s2 = 1

6

(
−4a3 + 15a2 + 6

)
−a31 − a32 + 1 = s3 = 1

24

(
18a4 − 60a3 + 23

)
.

With the aim of obtaining a polynomial equation for a = a3, we compute

s21 = a21 + a22 + 1 + 2a1a2 − 2a1 − 2a2 = 2a1a2 + s2 + 2(s1 − 1)

s1s2 = . . . = s3 + (a1a2 + 1)(s1 − 1) + s2 − 1

Elimination of the term a1a2 gives the relation

s31 + 2s3 − 3s1s2 − 3s21 + 6s1 + 3s2 − 6 = 0

and leads to the polynomial equation for a = a3

χ(a) = 216a6 − 1512a5 + 3780a4 − 4032a3 + 1638a2 − 90a− 143 = 0. (22)

A plot of this polynomial function is given in Figure 2. There are two real zeros.
One is close to −0.2144 and the other is (up to 20 digits)

a3 = 2.76487231590828234366.

This zero is in agreement with the numerical computations of Section 4.1.

0 1 2

−.1

.0

.1

.2

Figure 2: The graph of the polynomial χ(a) of (22).
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4.3 Order 4 is not possible
Let us try to construct a differentiation matrix of the form (9) which has order
P = 4. By choosing L ≥ 4 we can introduce more parameters. In addition
to (20) there are three more order conditions for P = 4. The critical one is for
(j, k) = (1, 3) and it is given by

2A2s1 + 2A(3s2 − 4hs3) + (4s3 − 10hs4 + 6h2s5) = qh1,3(A)

= 1
6

(
13A2 + 36A+ 25− 60h− 42hA+ 35h2

)
,

whereA = aL(1+aLh). The left-hand side is the same as that for the last equation
of (20). Therefore, we can have a differentiation matrix of order P = 4 only if

0 = qh1,3(A)− qh2,2(A) = 1
6

(
2 + 8hA− 2h2

)
(see Remark 1 of Section 3.3). This relation cannot be satisfied with aL = aL(h)
uniformly bounded for h→ 0.

5 An alternative approach for order 4

Up to an error of size O(h6), we have

h5u(5)(0) ≈ 1

240

(
−u(−3h) + 4u(−2h)− 5u(−h) + 5u(h)− 4u(2h) + u(3h)

)
We keep the grid (4) unchanged, but consider differentiation matrices as in Sec-
tion 2.2, where

Dm,k =



− γ/(240h) if k = m− 3

1/(12h) + 4 γ/(240h) if k = m− 2

−8/(12h)− 5 γ/(240h) if k = m− 1

0 if k = m

8/(12h) + 5 γ/(240h) if k = m+ 1

−1/(12h)− 4 γ/(240h) if k = m+ 2

γ/(240h) if k = m+ 3

(23)

for indices m, k satisfying M ≤ m ≤ N − M or M ≤ k ≤ N − M and for
a given parameter γ. The bandwidth is increased by one, so that R = 3. The
underlying differentiation rule is of order 4 for all values of γ. For γ = 0 we
obtain the matrix of Section 4.1, and for γ = 4 + O(h2) the coefficients of (23)
represent a derivative approximation of order 6.
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5.1 Order conditions
The matrix of the linear system (10) representing the order conditions remains the
same, only the inhomogeneity vector bL,M has to be adapted. Since the bandwidth
of the matrix is increased, we work with M = 3. With sk given by (15) and the
notation A = aL(1 + aLh) in place, the condition (16) for order P = 4 becomes

2A(s0 − 2hs1) + (2s1 − 6hs2 + 4h2s3) = qh1,1(A)

= 1
6

(
6A2 + 30A+ 37− 180h− 74hA+ 215h2

)
+ γ

30
h2,

A2s0 + 2A(2s1 − 3hs2) + (3s2 − 8hs3 + 5h2s4) = qh1,2(A)

= 1
6

(
15A2 + 74A+ 90− 432h− 180hA+ 510h2

)
+ γ

60
h,

2A2s1 + 2A(3s2 − 4hs3) + (4s3 − 10hs4 + 6h2s5) = qh2,2(A)

= 1
6

(
37A2 + 180A+ 215− 1020h− 434hA+ 1189h2

)
+ γ

30

(
1 + 3hA− 3h2

)
,

2A2s1 + 2A(3s2 − 4hs3) + (4s3 − 10hs4 + 6h2s5) = qh1,3(A)

= 1
6

(
37A2 + 180A+ 217− 1020h− 426hA+ 1187h2

)
− γ

60

(
3 + 14hA− 8h2

)
,

3A2s2 + 2A(4s3 − 5hs4) + (5s4 − 12hs5 + 7h2s6) = qh2,3(A)

=
(
15A2 + 72A+ 85− 396h− 170hA+ 455h2

)
− γ

60

(
A+ 2h

)
,

4A2s3 + 2A(5s4 − 6hs5) + (6s5 − 14hs6 + 8h2s7) = qh3,3(A)

= 1
6

(
215A2 + 1020A+ 1189− 5460h− 2374hA+ 6191h2

)
− γ

30

(
3− A2 + 8hA− 7h2

)
.

(24)

Since the left-hand expression is the same for the 3rd and 4th equations, a neces-
sary condition for order P = 4 is that qh1,3(A) = qh2,2(A). This condition yields a
linear equation for γ, which gives

γ = 4 · 1 + 4hA− h2

1 + 4hA− 14
5
h2

= 4 +
36

5
h2 − 144A

5
h3 +O(h4). (25)

It is interesting to note that with this choice of γ we have, away from the end
points, an order 6 approximation of the derivative.

Before passing to concrete computations, let us consider the limit case h→ 0.
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5.2 The limit case: h→ 0

In the limit h → 0 we see from (25) that γ = 4. With this value of γ the system
(24) becomes (again we write a for aL)

2as0 + 2s1 = q1,1(a) =
1
6

(
6a2 + 30a+ 37

)
a2s0 + 4as1 + 3s2 = q1,2(a) =

1
6

(
15a2 + 74a+ 90

)
2a2s1 + 6as2 + 4s3 = q2,2(a) =

1
30

(
185a2 + 900a+ 1079

)
2a2s1 + 6as2 + 4s3 = q1,3(a) =

1
30

(
185a2 + 900a+ 1079

)
3a2s2 + 8as3 + 5s4 = q2,3(a) =

1
15

(
225a2 + 1079a+ 1275

)
4a2s3 + 10as4 + 6s5 = q3,3(a) =

1
30

(
1079a2 + 5100a+ 5933

)
.

(26)

This system permits us to compute explicitly the expressions s1, . . . , s5. We fix
L = 6, M = 3 (so that s0 = L +M − 1 = 8), choose arbitrarily aL = a6, and
compute a1, . . . , a5 from the nonlinear system given by s1, . . . , s5. Figure 3 shows
the numerically computed values a1, . . . , a6 as function of a6. For the parameter
a6, values between 4 and 6 are considered. If a6 is too close to 6, we have bad
convergence of the Newton iterations. For a6 ≤ 5, the grid points a5 and a6 are
very close. The best choice of a6 seems to be in the range between 5.7 and 5.8.

4.5 4.6 4.7 4.8 4.9 5.0 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9
0

1

2

3

4

5

6

Figure 3: The grid points a1, . . . , a6 (top to bottom) as a function of a6.

5.3 Numerical computations for the general case
Encouraged by the successful computations for the limit case h→ 0 (orN →∞),
we attack the general case with h > 0. We fix aL = a6 = 5.75 and consider many
different values of N (recall that h = 1/N ). The solution can be found numeri-
cally by Newton’s method. Figure 4 shows the solution a1, . . . , a6 as a function
of N . It comes as a welcome surprise that the grid remains nearly unchanged for
all values of N . For N = 1000 we obtain
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Figure 4: The grid points a1, . . . , a6 as a function of the parameter N for the
choice a6 = 5.75.

N a1 / a4 a2 / a5 a3 / a6

1000 0.99533846829173 2.02375529528507 2.95622105838923
4.03687073420997 4.99823111049117 5.75000000000000

We see that the values a1, . . . , a5 are very close to the continuation of the grid
with constant step size. Similarly to the situation in Section 4.1 only the final
subinterval is smaller.

The corresponding entries Dj,k of the differentiation matrix are obtained from
the solution of a linear system (see Section 3.1). We have (P − 1)K = 24 equa-
tions for K(K − 1)/2 = 28 unknowns. This gives the freedom to fix some of the
entries. To get a small bandwidth also in the left upper part (and the right lower
part), we arbitrarily require

Dj,k = 0 for |k − j| ≥ 6.

There remain 25 unknowns for the 24 equations. We compute a least-squares solu-
tion from the QR decomposition of the relevant matrix. ForN = 1000 the leading
digits of the coefficientsDj,k, multiplied by h, are displayed in the following table:

hDj,k k = −5 k = −4 k = −3 k = −2 k = −1 k = 0 k = 1

j = −4 - 0.385
j = −3 - 0.323 - 0.255
j = −2 0.013 - 0.201 - 0.202
j = −1 0.210 - 0.058 - 0.281 - 0.174
j = 0 - 0.084 0.099 - 0.094 - 0.180 - 0.167
j = 1 0 - 0.019 0.238 - 0.082 - 0.343 - 0.324
j = 2 0 0 - 0.085 0.067 0.116 - 0.037 - 0.686
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6 Higher order differentiation matrices
There does not seem to be serious difficulty in constructing skew-symmetric dif-
ferentiation matrices of order higher than four. The construction of a P th order
skew-symmetric differentiation matrix follows the following steps:

step 1 (only for P ≥ 4) solve the
(
P−2
2

)
compatibility conditions Qh

j+1,k(A) =

Qh
j,k+1(A), 1 ≤ j ≤ P − 3, j + 1 ≤ k ≤ P − 2 for A = aL(1 + haL) and

the basic P th order differentiation rule; this step fixes R;

step 2 if the compatibility conditions (step 1) are satisfied, the conditions (16)
consist of 2P − 3 nonlinear equations for a1, . . . , aL, which can solved
by Newton’s method; one typically keeps aL as a free parameter and one
chooses L = 2P − 2;

step 3 once the grid is fixed, the coefficients Dj,k of the differentiation matrix are
obtained as a least square solution of the linear system AL,RDL,R = bL,R.

Let us shortly comment on these steps. For order P = 5 the 3 compatibility condi-
tions (step 1) are not fulfilled with the 6th order basic differentiation formula (7).
It turns out that a basic differentiation formula, satisfying the compatibility con-
ditions, requires R ≥ 5. One can take the scheme (7) of order 10. Although the
number of compatibility conditions increases rapidly for P > 5, they can all be
satisfied (independent of the value of A) by the basic scheme (7) with R = P .
This can be proved rigorously with the ideas of the proof of Lemma 2.2 in [4].

Step 2 is the critical one, because it is concerned with the solution of a non-
linear system of equations. We consider aL as a fixed parameter and choose
L = 2P − 2, so that the number of equations equals the number of unknowns
a1, . . . , aL−1. The leading digits of the numerically obtained coefficients are given
(for N = 1000) in the following table for P = 5 (aL = 7.65) and P = 6
(aL = 9.70):

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

P = 5 1.00 1.98 3.07 3.88 5.14 5.89 7.07 7.65
P = 6 1.00 2.01 2.97 4.08 4.90 6.08 6.97 7.99 9.03 9.70

Similar, as for the case of orders P = 3 and P = 4, the grids are close to equidis-
tant with the exception of the outermost interval [−aLh,−aL−1h]. Figure 5 shows
the points −akh for k = 1, . . . , L (circles that are white inside) for the orders
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P = 3

P = 4

P = 5

P = 6

Figure 5: Distribution of the grid-points at the left end of the interval.

P = 3, P = 4, P = 5, and P = 6. Part of the equidistant grid 0, h, 2h, 3h, . . .
is shown by circles that are black inside. The vertical dotted lines indicate places
for a grid that is equidistant everywhere.

Step 3 is straight-forward as the solution of a linear system. There are fewer
equations than unknowns. Similar as for P = 4 one can use this freedom to
make zero some elements that are far away from the diagonal, and to minimize
the modulus of the elements Dj,k.
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