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Abstract

We show that the Strang splitting method applied to a diffusion-reaction equation
with inhomogeneous general oblique boundary conditions is of order two when the
diffusion equation is solved with the Crank-Nicolson method, while order reduction
occurs in general if using other Runge-Kutta schemes or even the exact flow itself
for the diffusion part. We prove these results when the source term only depends on
the space variable, an assumption which makes the splitting scheme equivalent to the
Crank-Nicolson method itself applied to the whole problem. Numerical experiments
suggest that the second order convergence persists with general nonlinearities.
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1 Introduction

We consider a parabolic semilinear differential problem, in a smooth bounded domain Ω in
Rd in dimension d ≥ 1, for t ∈ [0, T ], of the form

∂tu(x, t) = Du(x, t) + f(x, u(x, t)) in Ω× (0, T ],

Bu(x, t) = b(x) on ∂Ω× (0, T ],

u(x, 0) = u0(x) in Ω, (1.1)

where, for 1 < p <∞, D : W 2,p(Ω)→ Lp(Ω) is a linear diffusion operator and f : Lp(Ω)→
Lp(Ω) is a possibly nonlinear source term. The operator B represents boundary conditions
of type Dirichlet, Neumann or Robin. When time-discretizing a problem of this form, it
can be advantageous to use a splitting method in order to divide the problem (1.1) into
two parts: the source equation

∂tu(x, t) = f(x, u(x, t)) in Ω× (0, T ], (1.2)
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and the diffusion equation

∂tu(x, t) = Du(x, t) in Ω× (0, T ], Bu(x, t) = b(x) on ∂Ω× (0, T ]. (1.3)

We use respectively the notations φft and φDt to denote the exact flows of the subprob-
lems (1.2) and (1.3). The advantage of this subdivision is that equations (1.2) and (1.3)
can often be solved more efficiently than the main problem (1.1). The classical splitting
method used to approximate the main problem (1.1) is the Strang splitting. Starting from
an arbitrary initial datum un, one step of the Strang splitting method, with a time step
τ > 0, applied to equation (1.1) is given by

un+1 = φfτ
2
◦ φDτ ◦ φ

f
τ
2
(un). (1.4)

Interchanging the roles of the diffusion part and nonlinear part, it is also possible to define
one step of the Strang splitting method as

un+1 = φDτ
2
◦ φfτ ◦ φDτ

2
(un). (1.5)

In both cases, we start the procedure with the initial condition u0 of the parabolic prob-
lem (1.1). Both methods (1.4) and (1.5) are formally of order of accuracy two. However, a
reduction of order occurs in general, particularly for inhomogeneous boundary conditions,
has observed in [10] and [11]. A suitable correction of the splitting algorithm has been
proposed in [5], to avoid order reduction phenomenon. In [2], an alternate correction was

proposed that depends only on the flow φfτ
2

and facilitates the calculation of the correc-

tion. In this paper, we will however not use the techniques developed in [5], [2]. We prove
that when the Crank-Nicolson scheme is used to solve the diffusion equation (1.3) in the
splitting (1.4), there is no reduction of order away from a neighbourhood of t = 0. This su-
perconvergence property appears specific to the Crank-Nicolson scheme and when another
Runge-Kutta method or even the exact flow itself is used to approximate the diffusion sub-
problem, the order reduction of the splitting (1.4) is not avoided. We denote by φD,CNt the
numerical flow of the Crank-Nicolson method for the diffusion problem (1.3). We obtain
the following splitting method, where φDτ has been replaced by φD,CNt in the splitting (1.4),

un+1 = φfτ
2
◦ φD,CNτ ◦ φfτ

2
(un). (1.6)

We prove that the splitting (1.6) has no order reduction when the nonlinearity f = f(x)
only depends on the space variable. More precisely, we prove in this case the following
exact representation of the error at time tn = nτ ,

un − u(tn) =
(
r(τA)n − enτA

)
A−1(Du0 + f), (1.7)

where A is the restriction of the operator D to D(A) = {u ∈W 2,p(Ω) ; Bu = 0 on ∂Ω}, the
set of functions satisfying the homogeneous boundary condition Bu(x) = 0 on the boundary
∂Ω, and where r(z) = (1+ z

2)/(1− z
2) is the stability function of the Crank-Nicolson scheme.

As seen in [13, Theorem 4.2 and Theorem 4.4], for the simplified case where f and b
are both zeros in (1.1), that is for ∂tu(x, t) = Au(x, t), second order convergence results
for A-stable methods (see [8, Chapter IV.3]) usually require u0 ∈ D(A2). In contrast, L-
stable methods are second order convergent outside a neighbourhood of the origin even if
u0 ∈ Lp(Ω). The Crank-Nicolson scheme, although it is not L-stable but only A-stable,
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is second order convergent outside a neighbourhood of the origin for u0 ∈ D(A) (see [9,
Theorem 2.1]). Maximal parabolic regularity of A-stable Runge-Kutta methods is studied
in [12]. To the best of our knowledge, there exists no result in the literature which proves
already that the Crank-Nicolson scheme is second order convergent outside a neighbourhood
of the origin when applied to a nonlinear parabolic problem with inhomogeneous boundary
conditions and an initial condition u0 ∈ {u ∈W 2,p(Ω) ; Bu = b on ∂Ω}.

This is a direct consequence of the convergence result of the splitting (1.6) since for f =
f(x), the splitting with Crank-Nicolson (1.6) is equal to the Crank-Nicolson scheme (3.1)
applied to the whole problem (1.1).

We also provide numerical experiments in the case where f depends on the solution u,
in which case the splitting (1.6) is different from the Crank-Nicolson scheme, and observe
that the splitting method (1.6) remains second order convergent in this case. Note also
that the superconvergence property does not hold for the other splitting methods given
by un+1 = φD,CNτ

2
◦ φfτ ◦ φD,CNτ

2
(un) nor does this splitting preserves stationary states for

f = f(x).
This paper is organized as follows. In Section 2, we describe an appropriate analytical

framework for the analysis, where D is chosen to be a second order elliptic operator and B a
first order differential operator corresponding to Dirichlet or oblique boundary conditions.
In Section 3, we describe precisely the algorithm corresponding to the splitting (1.6). In
Section 4, we restrict ourselves to the case where f does not depend on the solution u.
We first provide an exact representation of the local error (Proposition 4.10). We then
prove formula (1.7) for the global error (Theorem 4.3) and additionally conclude that the
stationary states are preserved by the splitting method (1.6) (Remark 4.6). In Section 5,
we provide numerical experiments to illustrate the properties of the splitting method (1.6)
compared to several natural splitting methods in dimensions one and two for constant and
nonlinear terms.

2 Analytical framework

We follow closely the framework and the notations given in the book [14, Chapter 3]. Let
Ω be an open bounded subset of Rd with C2 boundary ∂Ω and dimension d ≥ 1. For
1 < p <∞, let D : W 2,p(Ω)→ Lp(Ω) be a second order differential operator,

D =
d∑

i,j=1

∂

∂xi

(
aij(x)

∂

∂xj

)
+

d∑
i=1

bi(x)
∂

∂xi
,

where aij and bi are real continuous functions on Ω. We assume that the matrix [aij(x)]ij
is symmetric and uniformly positive definite on Ω, i.e for all x ∈ Ω and for all ξ ∈ Rd,
ξT [aij(x)]ijξ ≥ cξT ξ, where c > 0 is independent of x. The source term f : Lp(Ω)→ Lp(Ω)
is assumed continuously differentiable and we assume that the initial conditions u0 belongs
to W 2,p(Ω).

The linear operator B : W 2,p(Ω) → W 1,p(Ω) is either defined for all u ∈ W 2,p(Ω) as
Bu = u, which corresponds to Dirichlet boundary conditions or it is a first order differential
operator defined for all u ∈W 2,p(Ω) as

Bu(x) =

d∑
i=1

βi(x)
∂u(x)

∂xi
+ α(x)u(x),
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where βi and α are uniformly continuous and differentiable on Ω, which corresponds to
Robin boundary conditions. We assume that α is not zero everywhere on ∂Ω. The degen-
erate case, where α is the zero function, corresponding to Neumann boundary conditions,
is discussed in Remark 2.1 below. If B is a first order operator, we assume that the uniform
nontangentiality condition is satisfied for all x ∈ ∂Ω,∣∣∣∣∣

d∑
i=1

βi(x)~ni(x)

∣∣∣∣∣ ≥ c,
where c > 0 is independent of x and where ~n(x) is the outwardly normal unit vector. On
the boundary ∂Ω, Bu|∂Ω is the trace of Bu ∈ W 1,p(Ω) on ∂Ω and is therefore an element
of Lp(∂Ω). To avoid heavy notations, we simply write Bu = b, on ∂Ω. We assume that b is
a twice continuously differentiable function on the boundary ∂Ω. To avoid stiffness of the
solution or boundary layers at the initial time t = 0, we assume in addition that the initial
condition u0 ∈W 2,p(Ω) satisfies the boundary conditions Bu0(x) = b(x) on ∂Ω.

The space {u ∈ W 2,p(Ω) ; Bu = b on ∂Ω} is difficult to handle since it is not a
linear subspace of Lp(Ω) if b is not the zero function on ∂Ω. Therefore, we provide a
reformulation of the problem (1.1) with homogeneous boundary conditions. We choose
a function z ∈ W 2,p(Ω) which satisfies the boundary conditions Bz = b on ∂Ω. Such a
function always exists with the assumptions that we made on B, b and ∂Ω. We define the
function ũ = u − z, which satisfies the following differential problem with homogeneous
boundary conditions,

∂tũ(x, t) = Dũ(x, t) + f(x, ũ(x, t) + z(x)) +Dz(x) in Ω× (0, T ],

Bũ(x, t) = 0 on ∂Ω× (0, T ],

ũ(x, 0) = u0(x)− z(x) in Ω. (2.1)

We define the operator (A,D(A)) as the restriction of the operator D to the domain
D(A) = {u ∈ W 2,p ; Bu = 0 on ∂Ω}, i.e. Au = Du for all u ∈ D(A). The operator
A therefore includes the homogeneous boundary conditions in its domain. Under the above
assumptions, the operator A is a closed densely defined linear operator satisfying the two
following properties (see [14, Theorem 3.1.13] and [18, page 92]):

1. The resolvent set of A, ρ(A) = {λ ∈ C ; λI − A is an isomorphism}, contains the
closure of the set Σθ = {z ∈ C ; z 6= 0, |arg(z)| < π − θ}, where θ ∈ (0, π2 ) is fixed,

ρ(A) ⊃ Σθ. (2.2)

2. For all λ ∈ Σθ, the resolvent of A, R(λ,A) = (λI−A)−1, satisfies the following bound
for the operator norm,

‖R(λ,A)‖ ≤ M

|λ|
, (2.3)

where M ≥ 1.

Note that, since 0 ∈ ρ(A) by (2.2), the operator A is invertible and A−1 is bounded.
The operator A is therefore the infinitesimal generator of an analytic uniformly bounded
semigroup denoted etA, given by

etA =
1

2πi

∫
Γ

eztR(z,A)dz,
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where Γ is the boundary of Σθ with imaginary part increasing along Γ (see [17, Theorems
2.5.2 and 1.7.7]).

Since the homogeneous boundary conditions are included in the domain of A, we have
the following reformulation of the problem (2.1),

∂tũ(t) = Aũ(t) + f(ũ(t) + z) +Dz, for t ∈ (0, T ], ũ(0) = u0 − z, (2.4)

where we omit the variable x in the notations, i.e. ũ(t) denotes ũ(x, t) and similarly for
z, u0, and f . This equation has a solution ũ ∈ C1([0, T ], Lp(Ω)) ∩ C([0, T ],D(A)) if T is
sufficiently small (see [14, Proposition 7.1.10]), given by Duhamel formula,

ũ(t) = etA(u0 − z) +

∫ t

0
e(t−s)A(f(ũ(s) + z) +Dz)ds.

For τ > 0, denoting tn = nτ , since ũ(tn) ∈ D(A), we have

u(tn + τ) = z + eτA(u(tn)− z) +

∫ τ

0
e(τ−s)A(f(u(tn + s)) +Dz)ds. (2.5)

Note that the above reformulation corresponds to the usual lifting methodology to han-
dle inhomogeneous boundary conditions. A more general Banach space framework, that
includes e.g. a bi-Laplacian diffusion problem, will be discussed in Remark 4.5.

Remark 2.1. Alternatively, on can consider pure Neumann boundary conditions, which
corresponds to

B =

d∑
i=1

βi(x)
∂

∂xi
.

In this particular case, we consider the operator

D =

d∑
i,j=1

∂

∂xi

(
aij(x)

∂

∂xj

)
+

d∑
i=1

bi(x)
∂

∂xi
+ c(x),

where c(x) < cmax < 0 with c(x) uniformly continuous. If all the additional assumptions on
D and B are satisfied, then the operator A, defined as above, satisfied the assumptions (2.2)
and (2.3) as required. Alternatively, if c is the null function, we can also consider the
subspace of functions with zero average on Ω.

Remark 2.2. Although we choose to present Theorem 4.3 in Lp(Ω) to simplify the presen-
tation, it remains true for general complex separable Banach spaces and suitable analytic
semigroups. In this case, the hypotheses on A and f are described in Section 4, Remark 4.5.

3 The splitting method based on the Crank-Nicolson scheme

We describe precisely the algorithm for the splitting (1.6) with a time step τ > 0. The
same time step τ is used for the Strang splitting (1.4) and for the Crank-Nicolson method
used to approximate (1.3). One step of the Crank-Nicolson scheme with a time step τ and
an initial condition u0 is given by the solution u1 of the following equation,

u1(x)− u0(x)

τ
= D

u1(x) + u0(x)

2
in Ω, B

u0(x) + u1(x)

2
= b(x) on ∂Ω. (3.1)
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We denote by u1 = φD,CNτ (u0) the solution of the problem (3.1). Numerically, as explained
in [1] (see also Remark 5.1), it is advantageous to save a linear system resolution and to
define v1 = u1+u0

2 and to first find the solution v1 of

2
v1(x)− u0(x)

τ
= Dv1(x) in Ω, Bv1(x) = b(x) on ∂Ω. (3.2)

One step of the Crank-Nicolson method is then given by

u1 = 2v1 − u0. (3.3)

One step of the splitting method (1.6) is therefore given by the following algorithm.

Algorithm 3.1 (Main algorithm for the splitting (1.6)).

1. Given un(x), compute the solution w(x, τ2 ) of ∂tw(x, t) = f(x,w(x, t)) in Ω, w(x, 0) =
un(x).

2. Compute the solution v(x) of (I − τ
2D)v(x) = w( τ2 ) in Ω with Bv(x) = b(x) on ∂Ω.

Compute v̂(x) = 2v(x)− w(x, τ2 ).

3. Compute the solution ŵ(x, τ2 ) of ∂tŵ(x, t) = f(x, ŵ(x, t)) in Ω, ŵ(x, 0) = v̂(x).
Define un+1(x) = ŵ(x, τ2 ).

Note that one step of the Algorithm 3.1 is given by the solution un+1 of the following
problem,

φf− τ
2
(un+1)− φfτ

2
(un)

τ
= D

φf− τ
2
(un+1) + φfτ

2
(un)

2
in Ω,

B
φf− τ

2
(un+1) + φfτ

2
(un)

2
= b on ∂Ω, (3.4)

which can be solved using a linear solver for computing v̂ = φf−τ/2(un+1), then un+1 =

φτ/2(v̂), combined for instance with a finite element discretization for the spatial discretiza-
tion.

Remark 3.2. Similarly to [5], the auxiliary function z is only used as a tool to intro-
duce homogeneous boundary conditions in the analysis. It is never used throughout the
algorithm 3.1 as seen in (3.4).

4 Convergence analysis for a solution independent source
term

In this section, we give an estimate of the error of the splitting (1.6) when the source
term f = f(x) only depends on the space variable x. We assume f ∈ Lp(Ω), where again
1 < p <∞. We can write the parabolic problem (1.1) as

∂tu(x, t) = Du(x, t) + f(x) in Ω× (0,∞),

Bu(x, t) = b(x) on ∂Ω× (0,∞),

u(x, 0) = u0(x) in Ω, (4.1)
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Since we are interested in the semi-discretization in time, for brevity of notations, we write,
from now on, u(t) and f instead of u(x, t) and f(x). We denote by r(y) the stability function
of the Crank-Nicolson method given by,

r(y) =
1 + y

2

1− y
2

. (4.2)

We recall that, for any Runge-Kutta method applied with a time step τ > 0 to the Dahlquist
scalar test equation (see [8, Definition IV.2.1])

dx

dt
(t) = λx(t), x(0) = x0,

with λ ∈ C, one obtains the induction xn+1 = R(hλ)xn, where R : C → C is a rational
approximation of the exponential that we call the stability function of the Runge-Kutta
method. For a fixed degree of the numerator and denominator, the rational approxima-
tions that have the highest order of approximation are called the Padé approximations of
the exponential (cf. [8, Chapter IV.3]) and efficient Runge-Kutta methods are typically
constructed to have a stability function equal to a Padé approximation. The approxi-
mation r(z) that corresponds to the Crank-Nicolson stability function is the (1,1)-Padé
approximation (4.2). An A-stable method is by definition a Runge-Kutta method whose
stability function verifies |R(y)| ≤ 1 for all y ∈ C− = {z ∈ C ; <(z) ≤ 0}. We recall that
the only Padé approximations that verify this property are the (j, k)-Padé approximations
with k ≤ j ≤ k + 2 (see [8, Theorem 4.12]).

Remark 4.1. Consider the following ordinary differential equation

dx

dt
(t) = λx(t) + b, x(0) = x0,

with λ, b ∈ C. A Runge-Kutta method with stability function R(y) yields

xn+1 = R(hλ)xn +
R(hλ)− 1

hλ
b. (4.3)

The Strang splitting xn+1 = φbh
2

◦ φλ,RKh ◦ φbh
2

(xn), where φbh
2

(x) = x + h
2 b and φλ,RKh (x) =

R(hλ)x yields

xn+1 = R(hλ)(xn +
h

2
b) +

h

2
b. (4.4)

Equations (4.3) and (4.4) coincide if and only if

R(y) = r(y) =
1 + y

2

1− y
2

,

which is the stability function (4.2) of the Crank-Nicolson scheme. Therefore, the only
Runge-Kutta methods for which equations (4.3) and (4.4) coincide are the ones with a
stability function equal to r(y).

Remark 4.2. One step of the Crank-Nicolson scheme applied to the parabolic problem (1.1)
is given by the solution un+1 of the following equation,

un+1 − un
τ

= D
un+1 + un

2
+
f(un+1) + f(un)

2
in Ω,
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B
un+1 + un

2
= b on ∂Ω. (4.5)

We observe that, for f = f(x), formula (4.5) is equal to formula (3.4) which describes one
step of the splitting (1.6). Therefore, we deduce that for f = f(x), the Strang splitting with
Crank-Nicolson (1.6) is equivalent to the Crank-Nicolson scheme itself applied to the whole
problem (4.1).

4.1 Main results

The main result of this paper is the following theorem, which states that the splitting (1.6)
yields a method of order 2 of accuracy away form a neighbourhood of the origin t = 0 on
unbounded intervals (t > 0). In contrast, in a neighbourhood of zero, the order of accuracy
reduces to one.

Theorem 4.3. Let en = un−u(tn) be the global error of the splitting method (1.6) applied
to the parabolic problem (4.1), where u0 ∈W 2,p(Ω) and satisfies Bu0 = b on ∂Ω. Then, for
all n ≥ 0, the global error en is given by

en =
(
r(τA)n − enτA

)
A−1(Du0 + f) (4.6)

and it satisfies the bound

‖en‖Lp(Ω) ≤
Cτ2

tn
,

where C is a constant independent of τ , n, and tn = nτ .

Remark 4.4. The estimate of Theorem 4.3 could be used to derive a fully discrete estimate
of the form

‖uhn − u(tn)‖ ≤ C(τ2/tn + hp)

where uhn denotes a standard finite element discretization of order p on a spatial mesh with
size h. The idea of the proof is to rely on the triangle inequality

‖uhn − u(tn)‖ ≤ C‖uhn − uh(tn)‖+ ‖uh(tn)− u(tn)‖

where uh(tn) denotes the semi-discretization in space at time tn. Then, observe that the
estimate of Theorem 4.1 also holds for uhn − uh(tn) uniformly with respect to the spatial
mesh size h, using that the space discretization of the diffusion operator A is a self-adjoint
operator that satisfies assumptions analogous to (2.2) and (2.3), see e.g. [3].

Remark 4.5. One can extend to more abstract problems the framework described in Sec-
tion 2 and consider for example, a problem where D is the bi-Laplacian with appropriate
boundary conditions. This formulation also include Galerkin approximation of parabolic
problems (see [18]). More generally, for a complex separable Banach space X, we need
A : D(A)→ X, to be a closed densely defined linear operator satisfying the conditions (2.2)
and (2.3) or equivalently we require A to be the infinitesimal generator of a uniformly
bounded analytic semigroup ( [17, Theorems 2.5.2]). We require f : X → X to be contin-
uously differentiable. The operator D : D(D) → X is assumed to be an extension of A,
i.e. D(A) ⊂ D(D). We require z ∈ D(D) and u0 − z ∈ D(A). Then, the problem (2.4)
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has a unique solution ũ ∈ C1([0, T ], X) ∩C([0, T ],D(A)) if T is sufficiently small (see [14,
Proposition 7.1.10]). The main problem (1.1), for u = ũ+ z becomes

∂tu(t) = Du(t) + f(u(t)), for t ∈ (0, T ], u(t)− z ∈ D(A) for t ∈ (0, T ], u(0) = u0.

For this problem, the splitting (1.6), is defined as above for (1.1), where the boundary
conditions of the problem (1.1) have been replaced by u(t) − z ∈ D(A). Under all those
conditions, for f = f(x), the convergence analysis (Theorem 4.3) remains true, i.e. the
splitting method (1.6) has no reduction of order away from the origin and the global error
is given by formula (4.6).

Remark 4.6. Since the splitting method (1.6) applied to the parabolic problem (4.1) is
equivalent to the Crank-Nicolson scheme, it must preserve exactly the stationary states.
Precisely, for Du0 + f = 0, the error satisfies en = 0. For general nonlinearities that
depend on the solution f = f(u), the stationary states are not preserved. This is not
surprising since in [15], it is proved that a method that is not a Butcher-series method,
like the splitting methods, and which is invariant by an affine change of variable (precisely
affine-equivalent), cannot preserve all stationary states.

4.2 Preliminaries

We give some basic properties of the rational approximation r(y) in (4.2). The following
properties are obtained with straightforward computations.

Lemma 4.7. We have the following formulas,

r(y) + 1 =
2

1− y
2

, r(y)− 1 =
y

1− y
2

, (4.7)

and

(r(y)− ey) =
y

2
(r(y) + 1)− (ey − 1). (4.8)

The rational approximation r(y) satisfies the following result, in the context of homo-
geneous parabolic problems, which is proved in the Appendix A (see [9, Theorem 2.1] for a
proof in a more general case).

Theorem 4.8. For u0 ∈ D(A), where A satisfies the assumptions of Section 2 and r(y) is
defined in (4.2), we have the following error estimate,

‖(r(τA)n − eτnA)u0‖Lp(Ω) ≤
Cτ2

tn
‖Au0‖Lp(Ω),

where C is a constant independent of u0, τ , n and tn = nτ .

Note that this corresponds to an estimate of the splitting (1.6) for the specific case where
the problem is homogeneous, i.e. f = 0, and with homogeneous boundary conditions. In
what follows, we give an exact representation of the numerical solution of the splitting (1.6)
in term of the operator A. We recover homogeneous boundary conditions with an appropri-
ate change of variable. Let z ∈W 2,p(Ω) be the same function chosen in (2.5) and satisfying
Bz = b on ∂Ω. Defining ṽ1 = v1 − z, we rewrite equation (3.2) as follows,

2
ṽ1 − u0

τ
+

2

τ
z = Aṽ1 +Dz,
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where we recall that the homogeneous boundary conditions are included in the domain of
A. This gives the following expression for ṽ1,

ṽ1 =
(
I − τ

2
A
)−1

u0 +
τ

2

(
I − τ

2
A
)−1

Dz −
(
I − τ

2
A
)−1

z.

We denote u1 = φD,CNτ (u0), the solution of the problem (3.1). Therefore, from equa-
tion (3.3), we have the following formula,

u1 = φD,CNτ (u0) = 2ṽ1 − u0 + 2z

=

(
2
(
I − τ

2
A
)−1
− I
)

(u0 − z) + τ
(
I − τ

2
A
)−1

Dz + z.

Using the equalities (4.7), we obtain

φD,CNτ (u0) = z + r(τA)(u0 − z) + (r(τA)− I)A−1Dz. (4.9)

One step of the splitting (1.6), is denoted by Sτ , i.e.

un+1 = Sτ (un) := φfτ
2
◦ φD,CNτ ◦ φfτ

2
(un).

Using the following representation of the exact flow φft for f = f(x),

φft (u0) = u0 + tf, (4.10)

and formula (4.9) for φD,CNτ , we obtain the following expression for Sτ (un):

Sτ (un) = z + r(τA)(un − z) + (r(τA)− I)A−1Dz +
τ

2
(r(τA) + I)f. (4.11)

Remark 4.9. Take any A-stable Runge-Kutta method and denote by R(z) its stability
function. Then if this Runge-Kutta method is used to solve the diffusion equation (1.3),
instead of the Crank-Nicolson method, one obtains formula (4.11) for the numerical solution
with r(τA) replaced with R(τA). Indeed, let u be the solution of the diffusion equation (1.3).
Let z ∈ W 2,p(Ω) be a function satisfying Bz = b on ∂Ω. Then, we have ∂tu = A(u − z +
A−1Dz) for t > 0. Defining y = u−z+A−1Dz, we obtain the following equivalent problem,

∂ty = Ay for t > 0, y(0) = u0 − z +A−1Dz.

Applying one step of the Runge-Kutta method with initial condition y(0) and with a time
step τ gives,

y1 = R(τA)(u0 − z +A−1Dz).

Hence, we obtain the same formula (4.9) with r(τA) replaced with R(τA) for the numerical
solution of the diffusion (1.3),

u1 = R(τA)(u0 − z +A−1Dz) + z −A−1Dz = z +R(τA)(u0 − z) + (R(τA)− 1)A−1Dz.
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4.3 Local error

We start with the following proposition that gives an exact representation of the local error.

Proposition 4.10. The local error δn+1 = Sτ (u(tn))−u(tn+1) of the splitting (1.6) satisfies
the following identity,

δn+1 = (r(τA)− eτA)A−1etnA(Du0 + f).

Proof. We have the following representation of δn+1:

δn+1 = (r(τA)− eτA)(u(tn)− z) + (r(τA)− eτA)A−1Dz

+
τ

2
(r(τA) + I)f −A−1(eτA − I)f. (4.12)

From formula (4.8), we obtain,

δn+1 = (r(τA)− eτA)(u(tn)− z +A−1Dz +A−1f). (4.13)

From equation (2.4), we know that ũ(tn) is the solution of the following problem,

∂tũ(t) = Aũ(t) + f +Dz for t ∈ (0, T ], ũ(0) = u0 − z.

Hence, δn+1 satisfies
δn+1 = (r(τA)− eτA)A−1∂tũ(tn).

Using the variation of constant formula, we obtain,

∂tũ(tn) = Aũ(tn) + f +Dz

= AetnAũ0 +A

∫ tn

0
e(tn−s)A(f +Dz)ds + f +Dz

= AetnAũ0 + (etnA − I)(f +Dz) + f +Dz

= etnA(Aũ0 + f +Dz)

= etnA(Du0 + f)

where we use Aũ0 +Dz = D(ũ0 + z) = Du0. This concludes the proof. �

Remark 4.11. Assume that another Runge-Kutta method, with stability function R(y), is
used to solve the diffusion equation (1.3) involved in the splitting method (1.6). Then, from
Remark 4.9, we observe that the local error δn+1 still satisfies formula (4.12) with r(τA)
replaced with R(τA). However, the representation (4.13) is specific to Runge-Kutta methods
having r(y) as a stability function. Indeed, to find this representation of the local error, we
used formula (4.8) which is a property satisfied only by the (1,1)-Padé approximation (4.2).

4.4 Global error

We are now in position to prove Theorem 4.3 for the global error en = un − u(tn) of the
splitting (1.6). We observe that

en+1 = Sτ (un)− Sτu(tn) + Sτu(tn)− u(tn+1) = Sτ (un)− Sτu(tn) + δn+1.

11



Proof of Theorem 4.3. From formula (4.11) for Sτ (un), we obtain

Sτ (un)− Sτu(tn) = r(τA)(un − u(tn)).

Therefore, we deduce

en+1 = r(τA)en + δn+1.

Hence, since e0 = 0, and using Proposition 4.10 for the local error, we obtain

en =

n−1∑
k=0

r(τA)n−k−1δk+1

=

(
(r(τA)− eτA)

n−1∑
k=0

r(τA)n−k−1ekτA
)
A−1(Du0 + f)

=
(
r(τA)n − enτA

)
A−1(Du0 + f).

Therefore, using that A satisfies the hypotheses of Theorem 4.8, and since A−1(Du0 + f) ∈
D(A), we obtain the following estimate,

‖en‖Lp(Ω) ≤
C

tn
τ2‖Du0 + f‖Lp(Ω),

which concludes the proof of Theorem 4.3. �

Remark 4.12. Formula (4.6) can also be obtained directly with an appropriate change of
variable. This alternative proof makes clear why the global error en can be expressed as
a difference between the rational function r(τA)n and the semigroup enτA. Indeed by the
affine change of variable û(x, t) = u(x, t)− ẑ(x), where ẑ(x) = z(x)−A−1Dz(x)−A−1f(x),
we obtain ∂tû(x, t) = Aũ(x, t). Therefore, we can rewrite equation (4.1) as follows

∂tû(x, t) = Aû(x, t) in Ω× (0,∞),

Bû(x, t) = 0 on ∂Ω× (0,∞),

û(x, 0) = u0(x)− ẑ(x) in Ω,

whose solution is given by û(x, t) = etAA−1(Du0(x) + f(x)). Hence, we have the following
formula for the exact solution,

u(x, t) = etAA−1(Du0(x) + f(x)) + ẑ(x). (4.14)

By Remark 4.2, we know that the numerical solution un of the splitting (1.6) is given by n
iterations of the Crank-Nicolson method applied to the whole problem (4.1). Since Runge-
Kutta methods are affine invariant, we obtain the following formula for un(x),

un(x) = r(τA)nA−1(Du0(x) + f(x)) + ẑ(x). (4.15)

Subtracting (4.15) and (4.14) at time tn, we therefore obtain formula (4.6) for the global
error. Note that for any A-stable Runge-Kutta method with stability function R(y), ap-
plied to the whole problem (4.1), the numerical solution un and the error en are given by
formulas (4.15) and (4.6) with r(τA) replaced with R(τA).
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5 Numerical experiments

We first describe the parameters and the notations that we use for the numerical experi-
ments that follow.

For the one dimensional problems, we choose N = 1000 uniform grid points to discretize
the domain Ω = (0, 1), i.e. the mesh is of size h = 1

N = 10−3. We denote by Un,l and Ul(tn),
the approximations of un(xl) and u(tn, xl), where xl = lh, i.e. Un and U(tn) are vectors in
RN . For the two dimensional problems, we discretize the domain Ω = (0, 1)2 with a uniform
mesh of size h = 10−2. We denote by Un,l,m and Ul,m(tn) the approximations of un(xl, ym)
and u(tn, xl, ym), where ym = mh. The operators ∂xx and ∂xx + ∂yy are approximated with
the standard second order finite difference approximation and ghost points are used for the
normal derivatives in the boundary conditions. The final time is T = 0.1. We apply all
considered splitting methods with the time steps τ = 0.02 · 2−k for k = 0, . . . , 6.

In the splitting algorithms, the source term equation (1.2) is solved exactly. In the
splitting (1.4) and (1.5), when we say that the diffusion equation is solved exactly, we mean
that it is solved with a Krylov based algorithm developed in [16], with a tolerance close to
machine precision. The reference solutions are computed with the Crank-Nicolson method
(for d = 1) and the classical four stage Runge-Kutta method (for d = 2) with a small time
step τ = 0.02 · 2−10 ≈ 2 · 10−5.

The splitting (1.4) using the exact flow of the diffusion part is denoted StrangEXP and
the splitting (1.6) is denoted StrangCN. We also consider the splitting methods Strang-
Gauss, StrangRadau and StrangLobatto, which are constructed similarly to the splitting
method StrangCN, but where the diffusion problem (1.3) is approximated with the two
stage Gauss method (order 4), the two stage Radau 1a method (order 3) and the two stage
Lobatto 3c method (order 2) (see the Runge-Kutta Butcher tableau and stability functions
in Appendix B). Similarly, the splitting (1.5) is denoted by StrangEXP2. We denote by
StrangCN2, StrangGauss2, StrangRadau2 and StrangLobatto2, the splitting methods cor-
responding to (1.5), where the diffusion equation (1.3) is approximated with one of the
methods described above.

The error of a splitting method at time tk = kτ is defined as uk − u(kτ), where u(kτ)
is given by the reference solution at time kτ . In the numerical experiments we always
estimate the error with the trapezoidal approximation of the L2(Ω) norm at final time
T = nτ (except in Figure 1b). In dimension one, the estimate of the L2(0, 1) error Ek at
time tk is given by

E2
k := h

N−1∑
l=1

|Uk,l − Ul(tk)|2 + |Uk,l+1 − Ul+1(tk)|2

2
.

In dimension two, the L2((0, 1)2) error Ek is approximated similarly,

E2
k : = h2

N−1∑
l,m=1

|Uk,l,m − Ul,m(tk)|2 + |Uk,l+1,m − Ul+1,m(tk)|2

4

+
|Uk,l,m+1 − Ul,m+1(tk)|2 + |Uk,l+1,m+1 − Ul+1,m+1(tk)|2

4
.

In Figure 1b, we consider additional norms to estimate the error. We consider the approx-
imation of the L∞([0, T ], L2(0, 1)) norm of the error,

E∞,0 := max
k=0,...,n

Ek. (5.1)
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StrangEXP
StrangCN

(a) StrangCN has no order reduction.

10-3 10-2

Time step

10-8

10-6

10-4

10-2

Error

(b) StrangCN is not of order two near t = 0.

Figure 1: Solving the diffusion part (1.3) with the Crank-Nicolson scheme allows to remove
the reduction of order of the Strang splitting method at final time T = 0.1, when applied to
the 1d problem ∂tu = ∂xxu+1 with inhomogeneous Dirichlet boundary conditions. However,
in a neighbourhood of t = 0, the reduction of order is not avoided. Reference slopes one and
two are given in dashed lines.

Similarly, we consider the approximation of the L∞([0.02, T ], L2(Ω)) norm of the error,

E∞,0.02 := max
k= 0.02

τ
,...,n

Ek. (5.2)

Another estimate of the error is provided where we compute an approximation of the
L∞([0, T ], L2(0, 1)) norm of time multiplied by the error, precisely

Ê∞,0 := max
k=0,...,n

‖tkEk‖2. (5.3)

Remark 5.1. In Figure 4, we implement the Crank-Nicolson method using the standard
implementation of Runge-Kutta methods to avoid rounding error. To solve dx

dt (t) = Ax(t)
with x(0) = x0, we start to resolve the linear system k1 = Ax0 and k2 = Ax0 + τ

2A(k1 +k2).
Then, we write x1 = x0+ τ

2k1+ τ
2k2, and similarly for the two stage Gauss method. For even

higher accuracy, one should use in addition a compensated summation algorithm (see [7,
Algorithm VIII.5.1]).

5.1 Solution independent source term

In the first series of experiments, we consider the following parabolic problem on Ω =
(0, 1) with t ∈ [0, T ], with Dirichlet boundary conditions, which satisfies the hypotheses of
Theorem 4.3,

∂tu(x, t) = ∂xxu(x, t) + 1 in (0, 1)× (0, T ], u(0, t) = u(1, t) = 1, u(x, 0) = 1.
(5.4)

In Figure 1a, we compare the splitting StrangEXP and the splitting StrangCN for
the problem (5.4). This simple example illustrates the superiority of the splitting (1.6)
compared to the splitting (1.4). Indeed, the splitting method (1.6) avoids order reduction

14
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StrangLobatto

(a) un+1 = φfτ
2
◦ φDτ ◦ φ

f
τ
2
(un).

10-3 10-2

Time step

10-8

10-6

10-4

10-2

Error

StrangEXP2
StrangGauss2
StrangRadau2
StrangCN2
StrangLobatto2

(b) un+1 = φDτ
2
◦ φfτ ◦ φDτ

2
(un).

Figure 2: The reduction of order of the Strang splitting (1.4) method is not avoided when
the following 2 stage Runge Kutta methods are used to solve the diffusion (1.3): Gauss
(order 4), Radau 1a (order 3) or Lobatto 3c (order 2). The 1d problem considered is
∂tu = ∂xxu + 1 with inhomogeneous Dirichlet boundary conditions. In addition, for the
Strang splitting (1.5), solving the diffusion (1.3) with the Crank-Nicolson method does not
permit to remove the reduction of order. Reference slopes one and two are given in dashed
lines.

contrary to the Strang splitting (1.4) and it allows a high gain of accuracy for no additional
computational cost. Note that in the non-generic case where the source term satisfies the
condition Bf(x) = 0 on the boundary, there is no order reduction since no perturbation
of the boundary occurs when solving the source equation (1.2) in the splitting (1.4). For
example, for the problem ∂tu(x, t) = ∂xxu(x, t) + e−x with u(0, t)− ∂nu(0, t) = 1, u(1, t) +
∂nu(1, t) = 1, and u(x, 0) = 1, the splitting (1.4) is of order two and its convergence curve
is superposed to the one of the splitting (1.6). The convergence curves are not drawn for
conciseness.

In Figure 1b, we estimate the error of the splitting StrangCN, applied to the prob-
lem (5.4) with the norm L∞([0, T ], L2(0, 1)) and the norm L∞([0, T ], L2(0.02, 1)), i.e. we
compare E∞,0 and E∞,0.02, given by (5.1) and (5.2). We observe that, E∞,0 does not de-
crease quadratically with respect to the time step τ . This is expected since the bound of
the error of the splitting (1.6) given in Theorem 4.3 has order reduction down to one in
a neighbourhood of t = 0. In comparison, with E∞,0.02, which avoids a neighbourhood
of t = 0, we recover the second order convergence. We also observe that Ê∞,0, given by
formula (5.3), decays quadratically with respect to τ . This suggests that the error estimate

O( τ
2

tn
) of Theorem 4.3 is optimal in a neighbourhood of t = 0.

In Figure 2a, we approximate the diffusion part (1.3) of the splitting (1.4) with a variety
of Runge-Kutta methods. We use the 2 stage Gauss method (order 4), the 2 stage Radau
1a method (order 3) and the 2 stage Lobatto 3c method (order 2) (see Appendix B for
the Butcher tableau of these methods). We also compute the error when the diffusion is
solved exactly and when the Crank-Nicolson method is used, corresponding to the splitting
method (1.4) and (1.6). Except for Crank-Nicolson, none of the classical Runge-Kutta
methods that we tested allows to remove the order reduction. We observe that the 2 stage

15



10-3 10-2

Time step

10-8

10-6

10-4

10-2

Error

StrangEXP
StrangCN

(a) f(u) = u with Robin boundary conditions.
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Error
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(b) f(u) = u2 with mixed boundary conditions.

Figure 3: The Strang splitting method (1.4) has no order order reduction when the diffusion
equation (1.3) is solved using the Crank-Nicolson scheme. On the left picture, the equation
is ∂tu = ∆u + u with Robin boundary conditions. On the right picture, the equation is
∂tu = ∆u + u2 with Neumann boundary conditions on the left and bottom boundaries and
Dirichlet boundary conditions on the top and right boundaries. Reference slopes one and
two are given in dashed lines.

Gauss method is the method for which the error is the largest, when in comparison the
Crank-Nicolson method (equivalently the 1 stage Gauss method) is by far the method for
which the error is the smallest for all considered time steps τ .

In Figure 2b we apply the Strang splitting method (1.5) instead of the Strang split-
ting (1.4) to the problem (5.4). The same experiment is then performed where we approx-
imate the diffusion equation (1.3) with different Runge-Kutta methods. We see that, for
the Strang splitting (1.5), the Crank-Nicolson method does not allow to remove the order
reduction. Surprisingly, it turns out that it is, amongst the methods tested, the scheme for
which the error is the largest.

5.2 Solution dependent source term

In Figure 3a, we consider the following two dimensional problem with Robin boundary
conditions, for (x, y) ∈ Ω = (0, 1)2, t ∈ [0, T ],

∂tu(x, y, t) = ∂xxu(x, y, t) + ∂yyu(x, y, t) + u(x, y, t),

u(0, y, t) + ∂nu(0, y, t) = y2, u(1, y, t) + ∂nu(1, y, t) = y2 + 2,

u(x, 0, t) + ∂nu(x, 0, t) = x2, u(x, 1, t) + ∂nu(x, 1, t) = x2 + 2,

u(x, y, 0) = x2 + y2. (5.5)

As already observed, we see that the splitting StrangEXP suffers from order reduction,
when in comparison the splitting (1.6) is of order two.

In Figure 3b, we consider the following problem, for (x, y) ∈ Ω = (0, 1)2, t ∈ [0, T ],

∂tu(x, y, t) = ∂xxu(x, y, t) + ∂yyu(x, y, t) + u2(x, y, t),

∂nu(0, y, t) =
1

2
, u(1, y, t) =

e1 + ey

2
,
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(a) Error for a stationary problem

0 0.2 0.4 0.6 0.8 1x
10-15

10-10

10-5
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Error
StrangEXP
StrangGauss
StrangCN

(b) |un(x)− u(tn, x)| for τ = 10−2

Figure 4: The numerical solution given by the splitting (1.6) has error close to machine
precision for the stationary problem (5.7). It contrast, for the splitting StrangEXP (1.4),
the error is closed to 10−5. When the two stage Gauss method is used to solve the diffusion
equation (1.3) instead of the Crank-Nicolson method, the error deteriorates. The problem
considered is ∂tu = ∂xxu − 1 with u0 = x2/2. Reference slopes one and two are drawn in
dashed line in the left picture.

∂nu(x, 0, t) =
1

2
, u(x, 1, t) =

ex + e1

2
,

u(x, y, 0) =
ex + ey

2
. (5.6)

For problem (5.6), the splitting (1.6) is significantly more accurate than the splitting (1.4).
In particular, using the Crank-Nicolson method to solve the diffusion part allows to increase
the precision by a factor close to 1000 for the smallest time step τ = 3.125 · 10−4.

5.3 Stationary problems

In Figure 4, we consider the following stationary problem on Ω = (0, 1), with t ∈ [0, T ],

∂tu(x, t) = ∂xxu(x, t)− 1 in (0, 1), u(0, t) = 0, u(1, t) =
1

2
, u(x, 0) =

x2

2
. (5.7)

Since the problem is stationary (u(x, t) = u(x, 0)), we take u(x, t) = x2

2 as the reference
solution. In Figure 4, we observe that the error of the splitting (1.6) is close to the machine
precision (10−15) and it does not decay for smaller time steps. In comparison, the error
of the splitting (1.5) is around 10−5 and it diminishes almost linearly when the time steps
become smaller, i.e. the splitting (1.5) suffers from order reduction down to one even for
stationary problems. We observe the same phenomenon of order reduction for the two
stage Gauss method with an error worse than the splitting (1.4). For the other Runge-
Kutta methods considered previously, the error curves are nearly identical to the one of the
splitting (1.4) and they are not drawn for better readability.

In Figure 5, we consider a stationary problem where the source term f depends on the
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(a) Error for a stationary problem with f(u) = u
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(b) |un(x)− u(tn, x)| for τ = 10−2

Figure 5: For a stationary problem with a source term that depends on the solution u,
the splitting StrangCN is not exact, in contrast with a problem where the source term f
only depends on the space variable (see Figure 4). The parabolic problem considered is
∂tu = ∂xxu+u, u0 = cos(x), with inhomogeneous Dirichlet boundary conditions. Reference
slopes one and two are given in dashed lines on the left picture.

solution u, for x ∈ [0, 1] with t ∈ [0, T ],

∂tu(x, t) = ∂xxu(x, t)− u(x, t) in (0, 1), u(0, t) = 1, u(1, t) = cos(1), u(x, 0) = cos(x).
(5.8)

The reference solution is u(x, t) = cos(x). We observe that the splitting StrangCN is not
exact in comparison with the previous stationary problem (5.7), where f only depends on
the space variable. However, even for this problem where f = f(u) that does not satisfy
the hypotheses of Theorem 4.3, we observe that the splitting StrangCN is second order
convergent compared to the splittings StrangEXP and StrangGauss, which have a reduced
order of convergence between one and two. As seen in Figure 5b, the loss of accuracy is
mostly due to the large error made near the boundary of the domain. For better readability,
we did not draw the convergence curves for StrangLobatto and StrangRadau since they are
superposed to the convergence curve of StrangEXP.

We also observed numerically that the convergence analysis presented in this paper does
not persist for dispersive problems, e.g. replacing ∂tu(x, t) by i∂tu(x, t) formally in (5.4) to
obtain a Schrödinger type problem (the convergence curves are not drawn for conciseness).

Acknowledgements. This work was partially supported by the Swiss National Science
Foundation, grants No. 200020 184614 and No. 200020 178752. GB and GV would like to
acknowledge great hospitality when visiting Institut de Mathématiques de Toulouse thanks
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A The Crank-Nicolson rational approximation of an analytic
semigroup

The aim of this Appendix is to prove Theorem 4.8, which is a direct consequence of [9,
Theorem 2.1]. We present here a new direct and self contained proof of Theorem 4.8.
Similarly to [9], the proof that we present holds for a general separable Banach space and
not only for the special case Lp(Ω). This is useful in our context, if we consider a more
abstract problem as described in Remark 4.5.

Let X be a separable complex Banach space with norm ‖ · ‖. Let A be a closed densely
defined linear operator such that all eigenvalues are in a sector in the left half plane, or
equivalently for α ∈ (0, π2 ) the resolvent set ρ(A) contains the set Σα:

ρ(A) ⊃ Σα (A.1)

where Σα = {z ∈ C ; z 6= 0, |arg(z)| < π − α}. Assume that for all z ∈ Σα, the resolvent
of A, R(z,A) = (zI −A)−1, satisfies the following bound for the operator norm,

‖R(z,A)‖ ≤ M

|z|
, (A.2)

where M ≥ 1. Under those assumptions, the operator A is the infinitesimal generator of
an analytic semigroup given by integral formula (see [6, Definition I.3.4]),

etA =
1

2πi

∫
Γ

eztR(z,A)dz, (A.3)

with t ≥ 0 and where Γ is the boundary of Σα with imaginary part increasing along Γ. As
before r(z) denotes the stability function of the Crank-Nicolson scheme,

r(z) =
1 + z

2

1− z
2

.

The purpose of this Appendix is to prove the following theorem :

Theorem A.1. Let u0 ∈ D(A) and let n ≥ 3, then

‖(r(τA)n − eτnA)u0‖ ≤
Cτ2

tn
‖Au0‖,

with C is a positive constant independent of u0, τ , n, and tn = nτ .

In the following lemma, we give some estimates for of r(z). The proof is inspired from [3].

Lemma A.2. 1. For all z ∈ C− with |z| ≤ 1, we have

|r(z)− ez| ≤ 5

12
|z|3. (A.4)

2. For all z ∈ C−,

|r(z)| ≤ max
(
e

4
5
<(z), e

4
5<(z)

)
(A.5)
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3. For all y ∈ R+ and for all integer k ≥ 1, there exists Ck independent of y such that∫ ∞
1

e−
y
x
yk

xk+1
dx ≤ Ck. (A.6)

4. For all y ∈ R+ and for all integer k ≥ 1, there exists Ck independent of y such that∫ 1

0
e−yxyk+1xkdx ≤ Ck. (A.7)

Proof. 1. Since z 6= −1
2 , we have

r(z)− ez =
z3

4

1

1− z
2

− z3

∫ 1

0
e(1−s)z s

2

2
ds.

Therefore, for z ∈ C− and |z| ≤ 1, we obtain

|r(z)− ez| ≤ |z3|
(

1

4
+

∫ 1

0

s2

2
ds

)
=

5

12
|z3|.

2. We first show that
r(−x) ≤ e−x (A.8)

for x ∈ R+. Since e−x and r(−x) are both equal to 1 for x = 0, it suffices to show that
d
dxr(−x) ≤ d

dxe−x for x ≥ 0. A calulation yields d
dxr(−x) = −1

(1+x
2

)2
≤ −e−x = d

dxe−x.

For α ∈ (0, π2 ) and 0 ≤ ρ ≤ 1, we have

∣∣r(−ρe±iα)
∣∣2 =

1 + ρ2

4 − ρ cos(α)

1 + ρ2

4 + ρ cos(α)
≤

(
1− 2ρ

5 cos(α)

1 + 2ρ
5 cos(α)

)2

= r(−4ρ

5
cos(α))2.

Indeed, we observe that

1 + ρ2

4 − ρ cos(α)

1 + ρ2

4 + ρ cos(α)
≤

(
1− 4ρ

5 cos(α)

1 + 4ρ
5 cos(α)

)2

⇔
8
5 + 2ρ2

5

2 + 8ρ2

25 cos(α)2
cos(α) ≤ cos(α)

and the last inequality is true since for 0 ≤ ρ ≤ 1 and 0 ≤ cos(α) ≤ 1, we deduce

8
5 + 2ρ2

5

2 + 8ρ2

25 cos(α)2
≤

8
5 + 2

5

2
≤ 1.

Using (A.8), we obtain ∣∣r(−ρe±iα)
∣∣ ≤ e−

4ρ
5

cos(α). (A.9)

If z = −ρe±iα, with α ∈ (0, π2 ) and ρ ≥ 1, we start to observe that

|r(z)| =

∣∣∣∣∣1 + 4
2z

1− 4
2z

∣∣∣∣∣ =

∣∣∣∣r(4

z

)∣∣∣∣ .
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Since arg(4
z ) = −arg(z), we write 4

z = ηe∓iα with η = 4
ρ . Since ρ ≥ 1, we deduce

0 < η ≤ 4. We observe that

1 + η2

4 − η cos(α)

1 + η2

4 + η cos(α)
≤
(

1− η
10 cos(α)

1 + η
10 cos(α)

)2

= r(−η
5

cos(α))2.

Indeed, we have

1 + η2

4 − η cos(α)

1 + η2

4 + η cos(α)
≤
(

1− η
10 cos(α)

1 + η
10 cos(α)

)2

⇔
2
5 + η2

10

2 + η2

50 cos(α)2
cos(α) ≤ cos(α)

and the last inequality is true since for 0 < η ≤ 4 and 0 ≤ cos(α) ≤ 1, we deduce

2
5 + η2

10

2 + η2

50 cos(α)2
≤

2
5 + 16

10

2
=

20

20
= 1.

Using (A.8), we obtain ∣∣r(−ηe∓iα)
∣∣ ≤ e−

η
5

cos(α).

This gives us for ρ = 4
η , ∣∣r(−ρe±iα)

∣∣ ≤ e
− 4

5ρ
cos(α)

.

Together with (A.9), this concludes the proof.

3. The proof is made by induction. For k = 1, we obtain,∫ ∞
1

e−
y
x
y

x2
dx = e−

y
x

∣∣∣∞
1

= 1− e−y ≤ 1.

Assuming the result is true for k, we obtain∫ ∞
1

e−
y
x
yk

xk+1
dx = e−

y
x
yk−1

xk−1

∣∣∣∣∞
1

+ (k − 1)

∫ ∞
1

e−
y
x
yk−1

xk
dx = −e−yyk−1 + C ≤ C,

where we used e−yyk−1 ≤ C, with C independent of y.

4. With the change of variable x̂ = 1
x , we observe it is a direct consequence of the

previous inequality (A.6).
�

We introduce the following notation for the stability function of the implicit Euler
method,

r0(z) =
1

1− z
.

The rational approximation r0 satisfy the following inequalities.

Lemma A.3. Let z ∈ C− = {z ∈ C ; <(z) ≤ 0} with |z| ≤ 1, then∣∣∣r0

(z
2

)
− e

z
2

∣∣∣ ≤ 3

8
|z|2 and

∣∣∣∣r0

(z
2

)2
− ez

∣∣∣∣ ≤ 6

8
|z|2.
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Proof. Since z 6= −1
2 , we have

r0

(z
2

)
− e

z
2 =

z2

4(1− z
2)
− z2

4

∫ 1

0
e(1−s)zsds.

Therefore, for z ∈ C− and |z| ≤ 1, we obtain∣∣∣r0

(z
2

)
− e

z
2

∣∣∣ ≤ |z2|
4

(
1 +

∫ 1

0
sds

)
=

3

8
|z2|.

For the second inequality we observe that∣∣∣∣r0

(z
2

)2
− ez

∣∣∣∣ =
∣∣∣r0

(z
2

)(
r0

(z
2

)
− e

z
2

)
+
(
r0

(z
2

)
− e

z
2

)
e
z
2

∣∣∣ ≤ 6

8
|z2|,

which concludes the proof. �

We define Fn and Gn as follows,

Fn(z) = r(z)n−2r0

(z
2

)2
− eτ(n−1)z and Gn(z) = r(z)n−1r0

(z
2

)
− eτ(n− 1

2
)z.

The term r(z)n−2r0

(
z
2

)j
, j = 1, 2 correspond to the stability function of the composition

of the Crank-Nicolson scheme with respectively one or two half steps of the Euler implicit

scheme. This provides higher regularity for the solution since r0

(
τA
2

)j
: D(Ak)→ D(Ak+j)

for k any integer. For more general results on composition of rational approximation, see [9].

Lemma A.4. Let n ≥ 2. Then Fn(A) and Gn(A) satisfy the following integral formula

Fn(A) =
1

2πi

∫
Γ
Fn(z)R(z,A)dz, and Gn(A) =

1

2πi

∫
Γ
Gn(z)R(z,A)dz,

where Γ = {z ∈ C ; | arg(z)| = π − α}.

Proof. The rational function r(z)n−2r0

(
z
2

)2
is holomorphic in a neighbourhood of the spec-

trum of A and it vanishes at infinity . Therefore (see [4, Theorem VII.9.4]), we have

r(A)n−2r0

(
A

2

)2

=
1

2πi

∫
Γ
r(z)n−2r0

(z
2

)2
R(z,A)dz.

We conclude the proof using (A.3). The proof for Gn(A) is similar and thus omitted. �

The proof that follows is inspired from [18, Theorem 9.3].

Proposition A.5. For n ≥ 3 and u0 ∈ X, we have∥∥∥∥∥r(τA)n−2r0

(
τA

2

)2

u0 − eτ(n−1)Au0

∥∥∥∥∥ ≤ C τ2

t2n
‖u0‖ (A.10)

and ∥∥∥∥r(τA)n−1r0

(
τA

2

)
u0 − eτ(n− 1

2
)Au0

∥∥∥∥ ≤ C τ

tn
‖u0‖, (A.11)

where C is a constant independent of u0, τ , and n.
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Proof. Since 1
n = τ

tn
, we need to show that

‖Fn(A)‖ ≤ CM

n2
.

Let z = −ρe±iα with ρ ≥ 1. We have from inequality (A.5) that

|r1(−ρe±iα)| ≤ e
− c
ρ ,

where 0 < c < 1 denotes a constant. Additionally, we have∣∣∣∣r0

(
−ρe±iα

2

)∣∣∣∣ =
1√

1 + ρ2

4 + ρ cos(α)
≤ 2

ρ
.

We recall that for all x ∈ R+, we have

e−x ≤ C

xp
, (A.12)

where C is independent of x. Therefore, since |e−(n−1)ρeiα | ≤ e−(n−1)ρ cos(α) ≤ C
(n−1)2ρ2

, we

obtain for n ≥ 3,

|Fn(−ρe±iα)| ≤ e
− c(n−2)

ρ
4

ρ2
+

C

(n− 1)2ρ2
≤
(

e
− c(n−2)

ρ
(n− 2)2

ρ2
+

1

ρ2

)
C

n2
.

We use the inequality (A.6) with y = c(n− 2) and obtain∫ ∞
1

e
− c(n−2)

ρ
(n− 2)2

ρ3
dρ =

1

c2

∫ ∞
1

e
− c(n−2)

ρ
c2(n− 2)2

ρ3
dρ ≤ C.

This allows us to bound the integral,∫ ∞
1
|Fn(−ρe±iα)|‖R(−ρe±iα, A)‖dρ ≤ C

n2

∫ ∞
1

(
e
− c(n−2)

ρ
(n− 2)2

ρ2
+

1

ρ2

)
M

ρ
dρ ≤ CM

n2
,

using
∫∞

1
1
ρ3

dρ = 1
2 and (A.2).

For ρ ≤ 1, we write

Fn(z) = r0

(z
2

)2 (
r(z)n−2 − e(n−2)z

)
+

(
r0

(z
2

)2
− ez

)
e(n−2)z.

We observe that

r(z)n−2 − e(n−2)z = (r(z)− ez)
n−3∑
k=0

r(z)n−k−3ekz.

Since, by estimate (A.4), |r(−ρe±iα) − e−ρe±iα | ≤ Cρ3 and since, by the inequality (A.5),
|r(−ρe±iα)| ≤ e−ρc, we obtain∣∣∣r (−ρe±iα

)n−2 − e−(n−2)ρe±iα
∣∣∣ ≤ Cρ3(n− 2)e−ρ(n−3)c ≤ Cρ3(n− 3)3e−ρ(n−3)c C

n2
.
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Using inequality (A.7) with y = (n− 3)c, we deduce∫ 1

0
ρ2(n− 3)3e−ρ(n−3)cdρ =

1

c3

∫ 1

0
ρ2(n− 3)3c3e−ρ(n−3)cdρ ≤ C.

From Lemma A.3, we also obtain,∣∣∣∣(r0

(ρ
2

e±iα
)2
− e−ρe±iα

)
e−(n−2)ρe±iα

∣∣∣∣ ≤ Cρ2e−(n−2)ρ cos(α) ≤ C

n2
ρ2(n− 2)2e−(n−2)ρ cos(α).

Using inequality (A.7) with y = (n− 2) cos(α), we obtain,∫ 1

0
ρ(n− 2)2e−(n−2)ρ cos(α)dρ =

1

cos(α)2

∫ 1

0
ρ(n− 2)2 cos(α)2e−(n−2)ρ cos(α)dρ ≤ C.

Therefore, since
∣∣r0(ρ2e±iα)

∣∣ ≤ 1,∫ 1

0
|Fn(−ρe±iα)|‖R(−ρe±iα, A)‖dρ

≤
∫ 1

0
ρ2(n− 3)3e−ρ(n−3)c + ρ(n− 2)2e−(n−2)ρ cos(α)dρ

CM

n2
≤ CM

n2

This concludes the proof for the first inequality (A.10). The second inequality (A.11) is
obtained similarly and thus omitted. �

With the help of Proposition A.5, we can now prove Theorem A.1.

Proof of Theorem A.1. We write

(r(τA)n − eτnA)u0

= (r(τA)n−1r0

(τ
2
A
)
− eτ(n− 1

2
)A)(1 +

τ

2
A)u0 + (1 +

τ

2
A− e

τ
2
A)eτ(n− 1

2
)u0

= (r(τA)n−2r0

(τ
2
A
)2
− eτ(n−1)A)(1 +

τ

2
A)u0 + (1 +

τ

2
A− e

τ
2
A)eτ(n−1)u0

+
τ

2
(r(τA)n−1r0

(τ
2
A
)
− eτ(n− 1

2
)A)Au0 + (1 +

τ

2
A− e

τ
2
A)eτ(n− 1

2
)u0.

From Proposition A.5, we have

‖(r(τA)n−2r0

(τ
2
A
)2
− eτ(n−1)A)(1 +

τ

2
A)u0‖ ≤ C

τ2

t2n
(‖u0‖+ τ‖Au0‖)

and

‖τ
2

(r(τA)n−1r0

(τ
2
A
)
− eτ(n− 1

2
)A)Au0‖ ≤ C

τ2

tn
‖Au0‖.

We observe that

(1 +
τ

2
A− e

τ
2
A) = −τ

2

4
A2ϕ2(

τ

2
A),

where ϕ2(τA) is the bounded operator given by

ϕ2(z) =

∫ 1

0
e(1−s)zsds.
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Using the smoothing property of etA, we obtain

‖(1 +
τ

2
A− e

τ
2
A)eτ(n−1)Au0‖ ≤

τ2

4
‖ϕ2(

τ

2
A)‖‖Aeτ(n−1)A‖‖Au0‖ ≤ τ2 C

tn−1
‖Au0‖

and

‖(1 +
τ

2
A− e

τ
2
A)eτ(n− 1

2
)u0‖ ≤

τ2

4
‖ϕ2(

τ

2
A)‖‖Aeτ(n− 1

2
)‖‖Au0‖ ≤ τ2 C

tn− 1
2

‖Au0‖.

This concludes the proof of Theorem A.1. �

B Runge Kutta methods Butcher tableau

We give the Butcher tableau and the stability function of the A-stable implicit Runge-Kutta
methods considered in the numerical experiments (see also [8, Chapter IV.5]).

The two stage Gauss method (order 4):

1
2 −

√
3

6
1
4

1
4 −

√
3

6

1
2 +

√
3

6
1
4 +

√
3

6
1
4

1
2

1
2

R(y) =
1 + y

2 + y2

12

1− y
2 + y2

12

The two stage Radau 1a method (order 3):

0 1
4 −1

4

2
3

1
4

5
12

1
4

3
4

R(y) =
1 + y

3

1− 2y
3 + y2

6

The two stage Lobatto 3c method (order 2):

0 1
2 −1

2

1 1
2

1
2

1
2

1
2

R(y) =
1

1− y + y2

2

.
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