Swiss Numerical
Analysis Day 2015

Université de Geneve
Friday, April 17, 2015

collognumis.unige.ch

INVITED PLENARY SPEAKERS:
» Prof. Christian Lubich (University of Tibingen)
» Prof. Andrew Stuart (University of Warwick)

TOPICS:

Scientific computing, numerical analysis,
high-performance computing, visualization,
numerical analysis in engineering, computational
chemistry, biology, etc.

REGISTRATION

http://collognumis.unige.ch

Abstract submission deadline: March 27, 2015
Registration deadline: April 6, 2015

VENUE:

Université de Geneve, Uni Bastions

Lecture hall B106 (first floor)

5 rue De-Candolle, 1205 Genéve, Switzerland

ORGANIZATION:
Martin Gander, Bart Vandereycken, Gilles Vilmart
(University of Geneva, Section of Mathematics)

We look forward to seeing you in Geneva!

FACULTE DES SCIENCES
SECTION DE MATHEMATIQUES

\ UNIVERSITE

DE GENEVE







Swiss Numerical Analysis Day 2015
col | ognuml5. uni ge. ch

Geneva, Switzerland
April 17, 2015

Organized by:

Martin J. Gander
Bart Vandereycken
Gilles Vilmart

Local assistance:
Annick Schmid

Section de mathématiques
Université de Geneve
Case postale 64
CH-1211 Genéve 4

Switzerland
Secretariat: +41 22 379 11 50
col | ognumL5@ini ge. ch

Version: April 15, 2015



Swiss Numerical Analysis Day 2015, Geneva

Venue: Université de Genéve, Uni Bastions. Rue De-Candolle 5, 1205 Ge8aitzerland.
Uni Bastions in lecture hall B106 (first floor) on Friday 17th April 2015.

Access from the Cornavin Train Station. Take the direct tram 15 - direction Palettes, stop at Plainpalais
(fourth stop). Alternatively take the direct tram 18 - direction Caroug®p at Plainpalais (fourth stop).

Both trams require a ticket “Tout Genéve” (3.- swiss francs).
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Timetable

Swiss Numerical Analysis Day 2015

Timetable

Friday April 17th, 2015

Université de Genéve, Uni Bastiorieecture hall B106 (first floor) Rue De-Candolle 5, 1205 Genéve.

In front of

Room B106 || Registration

09:30 — 09:50

Room B106

09:50 — 10:00|| Opening

10:00 — 10:50|| Christian Lubich (Tubingen), Dynamical low-rank approximation.
| 10:50 — 11:20] Morning break (coffee, tea, juice, croissants) |
| 11:20 — 12:40]] Contributed pleanary talks \

11:20 — 11:40| Monika Weymuth (Univ. Zurich), An adaptive local basis for elliptic problems
with complicated discontinuous coefficients.

11:40 - 11:00/| Mario Amrein (Bern), Adaptive Newton methods for semi-linear problems with
singular perturbations.

12:00 — 12:20|| Vladimir Kazeev (ETH Zurich), The approximation of singular functions with
gquantized-tensor finite elements in two dimensions.

12:20 — 12:40|| Lorenzo Tamellini (Lausanne), An adaptive sparse grid algorithm for elliptic
PDEs with lognormal diffusion coefficient.

In front of

Room B106 || Poster session and lunch buffet

11:40-14:10

14:10 - 15:30H Contributed pleanary talks \

14:10 - 14:30|| Marie Kray (Basel), Wave splitting for time-dependent scattered field separation.

14:30 — 14:50|| Sebastian Krumscheid(Lausanne), Obtaining coarse-grained models from mul-
tiscale data.

14:50 — 15:10|| Luca Dede’ (Lausanne), Efficient BDF time discretization of the Navier-
Stokes equations with VMS-LES modeling in a High Performance Computing
framework.

15:10 — 15:30|| Daniel Ruprecht (Lugano), Parallel-in-time integration with PFASST.

15:30 — 16:00] Afternoon break (coffee, tea, juice, cakes) \

16:00 — 16:50/| Andrew Stuart (Warwick), Probabilistic numerical methods for deterministic dif-
ferential equations.

16:50 — 17:00] Closing \
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Invited plenary speaker abstracts

Dynamical low-rank approximation.

Christian Lubich
University of Ttbingen

This talk reviews differential equations on manifolds of matrices or tensoi®worank. They serve to
approximate, in a low-rank format, large time-dependent matrices and $ghabare either given explicitly
via their increments or are unknown solutions of high-dimensional difteieaquations, such as multi-
particle time-dependent Schrodinger equations. Suitable numerical ioiegese based on splitting the
projector onto the tangent space of the low-rank manifold at the curpmrbgmation. In contrast to
all standard integrators, these projector-splitting methods are robustesipeat to the presence of small
singular values in the low-rank approximation.

The talk is based on work done intermittently over the last decade with Othmér, Kkebim Nonnen-
macher, Ivan Oseledets, Bart Vandereycken, Emil Kieri and HannacWa

Probabilistic numerical methods for deterministic differential equations.

Andrew Stuart
University of Warwick, Mathematics

Numerical solutions of differential equations contain inherent uncertaidtie to the finite dimensional
approximation of a function. In modelling scenarios where the quantificafianeertainty is a key goal it
is therefore important to study the uncertainty introduced by the numericabohathorder to determine
its importance relative to other uncertainties, such as those caused bydatasyr by model error. This
work is concerned with a probabilistic methodology for doing so. We demettestin approach which gives
rise to root mean square convergence rates which are consistent withdédying deterministic method.
Furthermore, we employ the method of modified equations to demonstrate edhates of convergence
to stochastic or random perturbations of the original deterministic probledin@y differential equations
and elliptic partial differential equations are used to illustrate the approach.

This is joint work with Patrick Conrad, Mark Girolami (both Warwick, Statistjc&mo Sarkka (Aalto
BECS) and Konstantinos Zygalakis (Southampton, Mathematics).
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Contributed plenary speaker abstracts

Adaptive Newton methods for semi-linear problems with singular
perturbations.

Mario Amrein
University of Bern
mari o. anr ei n@mt h. uni be. ch

We will consider an adaptive procedure for the numerical solution oéiggnsemilinear elliptic problems
with possible singular pertur- bations. Our approach combines both tioedtgpe adaptive Newton meth-
ods and a linear adaptive finite element discretization (based on a rabostiesiori error analysis), thereby
leading to a fully adaptive Newton-Galerkin scheme. Numerical experimeuwisriine the robustness and
reliability of the proposed approach for various examples.

Efficient BDF time discretization of the Navier-Stokes equations wh
VMS-LES modeling in a High Performance Computing framework.

Luca Dede’
EPF Lausanne, MATHICSE, CMCS
| uca. dede@pfl . ch

In this work, we consider the efficient time discretization of the incompressihiger-Stokes equations
with Variational Multiscale-LES (VMS-LES) modeling of turbulence. Speeific we spatially approxi-

mate the problem by means of the Finite Element method and use the Backwanekmitition Formulas
(BDF) for the time discretization, which lead to an efficient semi-implicit treatmétti@nonlinear terms

of the Navier-Stokes equations with VMS-LES modeling. In this manner, thdificrete problem involves
the solution of a single linear system at each time step, which we numericallylspweans of the GM-

RES method with a multigrid preconditioner for the High Performance Computamgeiwork. We solve

benchmark problems at high Reynolds numbers and turbulent regimegifdr we discuss the scalability
results and computational efficiency of the solver in the parallel setting.

The approximation of singular functions with quantized-tensor finite
elements in two dimensions.

Vladimir Kazeev
ETH Zurich
vl adi m r. kazeev@am nat h. et hz. ch

We consider a countably-normed space of analytic bivariate functionscwiitier singularities. The class
includes, in particular, the solutions of linear second-order elliptic probienpelygonal domains. For
the functions from that class, we analyze a first-ordeversion finite-element approximation, which is
well-known to converge algebraically with rate at maswith respect to the discretization parameter

We prove that such functions, when the coefficient vectors aregepied in the so-called quantized tensor
train format, admit approximations converging exponentially with respect touthmoer of QTT parameters,
which becomes the effective number of degrees of freedom. This alloachieve accuracy > 0 in the
energy norm of the elliptic problem wit (log” ¢ ~!) parameters in the corresponding tensor representation.
We demonstrate numerically that the same holds for the FE solution resultingHeentire process of
solving the Galerkin first-order FE discretization using a tensor-strutagokver of linear systems.
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Wave splitting for time-dependent scattered field separation.

Marie Kray
University of Basel
mari e. kray@ini bas. ch

Starting from classical absorbing boundary conditions, we proposetizothéor the separation of time-
dependent scattered wave fields due to multiple sources or obstaclesntiast to previous techniques,
our method is local in space and time, deterministic, and also avoids a priomgssns on the frequency
spectrum of the signal.

Obtaining coarse-grained models from multiscale data.

Sebastian Krumscheid
EPF Lausanne
sebasti an. krunmschei d@pfl . ch

Many natural phenomena and technological applications are modelleddsynilgstic or random dynamical
systems. Often, these dynamical systems are characterized by thecpre§@nocesses occurring across
different length and/or time scales. Examples range from biological systechproblems in atmosphere
and ocean sciences to molecular dynamics, materials science, and fluididndechanics, to name but a
few. Of main interest for these systems is typically only the dynamics at thedbregele and multiscale
methods (e.g. averaging and homogenization) provide an analytic fraké&wdhe rigorous derivation of
coarse-grained dynamical systems that represent the full multiscalensyatethis scale. These analytic
techniques are, however, often not applicable in practice due to the costpleture of the underlying
multiscale system or simply because the multiscale system is not known entirstgadnit is desirable
to infer stochastic coarse-grained models from observational data afnitherlying multiscale process.
It is known that estimators such as the maximum likelihood estimator or the quadaatition of the
path estimator can be strongly biased in this setting. In this talk we discuss bpaoametric inference
methodology for stochastic coarse-grained models that does not soffethis drawback. Moreover, we
exemplify through a real-world data set how these data-driven comeseing techniques can be used to
study the statistical properties of a given temporal process.

Parallel-in-time integration with PFASST.

Daniel Ruprecht
Institute of Computational Science, Universita della Serazitaliana
nmari e. kray@ini bas. ch

The explosion of core counts in modern supercomputers brings with it a multfugery different chal-
lenges. One major issue is the demand for novel parallel numerical algotittatnsan efficiently exploit
the massive computing power at hand. Over the recent years, pardilelenintegration methods have
emerged as a promising approach to provide additional concurrertey)degtrong scaling limits and to
escape the “trap weak of scaling”. The talk will sketch the “parallel axpration scheme in space and
time” (PFASST), introduced in 2012 by Emmett and Minion. It will presenfqrenance results on close to
half a million cores and sketch recent algorithmic variations, interweavingBHRAwith spatial multi-grid
solvers to further improve performance.
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An adaptive sparse grid algorithm for elliptic PDEs with lognormal
diffusion coefficient.

Lorenzo Tamellini
EPF Lausanne
| orenzo. tamel i ni @pfl.ch

Solutions of PDEs depending on random parameters can be convenggibxisnated by polynomial ex-
pansions over the parameter space. However, these approximatifardreum a performance degradation
as the number of random parameters increases (“curse of dimensioe#fitgt). To minimize this effect,
in this talk we consider an adaptive sparse grids algorithm and apply it tssictzenchmark test in Uncer-
tainty Quantificaiton, i.e. the Darcy equation with random lognormal permeabéity. fMoreover, to treat
the case of rough permeability fields, in which a sparse grid approach atdersuitable, we propose to
use the adaptive sparse grid quadrature as a control variate in a Marbes®nulation. Numerical results
will validate the proposed approach

An Adaptive Local Basis for Elliptic Problems with Complicated
Discontinuous Coefficients.

Stefan A. Sauter, Monika Weymuth
University of Zurich, Institut fir Mathematik
nmoni ka. weyrnut h@rat h. uzh. ch

We will present a generalized finite element method for the discretization ofi@lpprtial differential
equations in heterogenous media. In [1] a method has been introduceduip aeadaptive localfinite
element basis (AL basis) on a coarse mesh with meshigizéhich, typically, does not resolve the ma-
trix of the media while the textbook finite element convergence rates areryedselhis method requires
O(log(1/H)%*1) basis functions per mesh point wherdenotes the spatial dimension of the computational
domain. Since the continuous differential operator is involved in the cariging the method presented in
[1] is only semidiscrete.

We will present a fully discrete version of the method, where the AL basisristoucted by solving finite
dimensional localized problems. A key tool for the discretization of the difféal operator is the theory de-
veloped in [2, 3]. We will prove that the optimal convergence rates arssgpved and give some complexity
estimates.

References

[1] L. Grasedyck, I. Greff, and S. Sautdihe AL Basis for the Solution of Elliptic Problems in Heteroge-
neous MediaSIAM J. Multiscale Model. Simul., 10(1), 245-258, 2012.

[2] D. Peterseim and S. Sautéiinite elements for elliptic problems with highly varying, nonperiodic
diffusion matrix Multiscale Model. Simul., 10(3), 665-695, 2012

[3] M. Weymuth. Fully Discrete Version of the AL Basis for Elliptic Problems with Genek&p-
Coefficient Institut fir Mathematik, Universitat Zurich, 2013, Technical Report
htt ps://ww. mat h. uzh. ch/ conpmat h/ i ndex. php?i d=r eports.
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Poster abstracts

A reduced basis multiscale method for Stokes flow in porous media.

Ondrej Budac

EPF Lausanne
ondr ej . budac@pf!.ch

We present a humerical multiscale method for Stokes flow in porous mediaat3istbased on homoge-
nization [4, 5]. The method proposed in [1] applies a finite element methagbfeing an effective Darcy
problem with permeability recovered from microscopic Stokes problems.cdhmputational cost of this
method is dominated by the repeated computation of micro problems. To addseissule, we proposed
a reduced basis (RB) method for the Stokes flow on the micro scale [2n3heloffline stage we use a
greedy algorithm to choose a small set of representative micro solutiemBBhMicro problems are then
approximated by a Petrov-Galerkin projection to a low-dimensional solutacesgpanned by the RB and a
parameter-dependent test space. The online stage provides alffatdlale evaluation of the output of inter-
est (effective permeability) for any parameter value (macroscopidowe). Two and three dimensional
numerical experiments confirm the accuracy and time cost reduction of thecaldtieethod.

References

[1] A. Abdulle and O. Budg, An adaptive finite element heterogeneous multiscale method for the Stokes
problem in porous medjaJultiscale Model. Simul., (13) 2015, pp. 256—290.

[2] A. Abdulle and O. Budg, A Petrov-Galerkin reduced basis approximation of the stokes equation in
parametrized geometriesubmitted to C. R. Math. Acad. Sci. Paris.

[3] A. Abdulle and O. Budg, A reduced basis finite element heterogeneous multiscale method for Stokes
flow in porous mediain preparation.

[4] G. Allaire, Homogenization of the Stokes flow in a connected porous medisymptot. Anal., 2
(1989), pp. 203-222.

[5] E. Sanchez-Palencidon-homogeneous media and vibration theorgl. 127 of Lecture Notes in
Phys., Springer, 1980.

Comparison of Neuman-Neuman and Optimal Schwarz Methods with Many
Subdomains in one Spatial Dimensions.

Faycal Chaouqui
University of Geneva
Faycal . Chaouqui @ni ge. ch

Optimal Schwarz methods and Neuman-Neuman methods have for two subddi#inthe interesting
property that they can lead to nil-potent iteration matrices. We study in thisrpbstes property can also
be obtained for the case of a strip decomposition into many subdomains. Wetsitoonly the optimal

Schwarz method can lead in this case to a nil-potent iteration matrix, and thatatteevarious choices in
the transmission conditions that lead to nil-potent matrices of different degre
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Anisotropic error estimates and adaptive algorithm for the Crank-Nicolson
method applied to an hyperbolic problem.

Samuel Dubuis
EPF Lausanne, MATHICSE, Gr-Pi
sanuel . dubui s@pfl.ch

A fully discrete approximation of the transport equation is studied. Stabilizaetrazious finite elements
for space discretization and Crank-Nicolson scheme for time discretizagaroasidered. Fully discrete a
priori and a posteriori error estimates are derived in the frameworkisbaopic meshes, where a quadratic
reconstruction of the numerical solution is used to obtain optimal order ofrtbe estimator in the time
variable. Numerical results are presented on nonadapted meshes witlt@ns#dint time steps. Sharpness
of space and time error estimates are confirmed. Then space and time iad&ptonsidered and an
adaptive algorithm is proposed. Numerical experiments with adapted mastieslapted time steps are
performed in order to verify effectiveness and accuracy of thetagagigorithm.

Numerical scheme for the temperature dependent dissolution of aluma in
an aluminium electrolysis cell.

Thomas Foetisch
EPF Lausanne
thomas. foeti sch@nai |l . com

The electrolysis cell must be fed with alumina powder to replace the alumina wghadnsumed by the

reaction. A precise control of the local alumina concentration in the elet#radycrucial to ensure the

efficiency of the process. The dynamic of the dissolution of the powddfdstad by the local alumina

concentration, and by the local temperature. A numerical model is prdjposeke into account the tem-
perature dependency on the dissolution, and investigate the effect bétihis temperature on the solved
alumina concentration over the electrolyte. The temperature of the electrelytpdiose to the temperature
of the liquidus, taking the bath’s temperature into account has an importanttioyp¢he predictions of the

model.

Higher-order quasi Monte Carlo for Bayesian inverse problems.

Robert Gantner
ETH Zurich, SAM
robert. gant ner @am nmat h. et hz. ch

We consider a deterministic approach to approximating solutions to Bayes&nrémroblems for the diffu-
sion equation based on infinite-parametric representations of the diffesédficient. The approximation of
the involved high-dimensional integrals is achieved by a higher-ordesi-dante Carlo method achieving
a rate of convergence of the error larger than 1 in the number of evaisatithe forward model. Numerical
results show significant gains when comparing to a standard Monte Canrfiisg approach.

A posteriori error estimation for partial differential equations with s mall
uncertainties.

Diane Guignard
EPF Lausanne
di ane. gui gnard@pfl.ch
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We present a priori and a posteriori error estimation for partial diffieequations (PDESs) affected by
uncertain input data characterized by random variables, or moreaigrigy random fields. We focus on

PDEs with small uncertainties and adopt a perturbation approach exgahdiexact (random) solution up
to a certain order with respect to a parameter that controls the amountofnaess. Uncoupled determin-
istic problems can be derived to find each term in the expansion, eachatf edn be solved approximately
using for instance finite elements. We derive a priori and a posterian egtimates for the error between
the exact solution and an approximation of a certain order in various néonsnstance for the first order

ap- proximation, which requires the resolution of only one deterministic pmoble derive an a posteriori

error estimator constituted of two computable parts, namely a part due to fimtergl@pproximation and

another part due to uncertainty. This estimator can then be used for megstatiah to balance the two

sources of error. We first present the error analysis performediapar diffusion model problem with ran-

dom diffusion coefficient and illustrate the theoretical results with sevenalerical examples. We extend
then the analysis to a class of nonlinear problems and perform a compaithdhe Stochastic Collocation

method in terms of computational costs.

A new approach for preconditioning discontinuous Galerkin discretiations.

Soheil Hajian
University of Geneva
sohei | . haj i an@ni ge. ch

Domain decomposition preconditioners and in particular the additive Scimetimod are favorite precondi-
tioners for classical finite element methods (FEM). There is a huge &ffdgsigning similar precondition-
ers for discontinuous Galerkin (DG) discretizations. It has been shioatradditive Schwarz methods use
different mechanism for convergence when applied to a DG discretizatimpared to the classical FEM.
More precisely, additive Schwarz methods, when applied to DG, use-avestapping Robin transmission
condition for the communication between subdomains. This is exactly the samenisaion condition
that optimized Schwarz methods (OSM) use to obtain fast convergendds fposter we present an OSM
preconditioner for a particular DG discretization along with theoretical em@nce estimates.

Numerical homogenization methods for nonlinear monotone parabolic
multiscale PDEs.

Martin Huber
EPF Lausanne
marti n. huber @pfl . ch

We present two numerical homogenization methods for nonlinear monotostegtia multiscale problems
with data rapidly oscillating in space. First, we introduce the method from [hpioing the implicit Euler
method in time with a finite element heterogeneous multiscale method in space (counptinyand micro
finite element methods). This upscaling procedure however relies on aanlatliptic micro sampling
problems which can be computationally costly in practical applications. Seeondefine a linearized
scheme introduced in [2] that is much more efficient as it only involves lineaompioblems. We present
the fully discrete a priori error estimates derived in [1, 2] and comparpeéhfermance of the two methods.

Joint work with Assyr Abdulle and Gilles Vilmart.
References
[1] A. Abdulle and M. E. HuberFinite element heterogeneous multiscale method for nonlinear mono-

tone parabolic homogenization problemATHICSE Technical Report 31.2014, Ecole Polytechnique
Fédérale de Lausanne.
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[2] A. Abdulle, M. E. Huber, and G. Vilmart,inearized numerical homogenization method for nonlinear
monotone parabolic multiscale problemEo appear in Multiscale Model. Simul.

Schur complement approximation via multi-grid methods.

Lukas Jakabcin
University of Geneva
Lukas. Jakabci n@ini ge. ch

We propose an approximation of the Schur complement for an elliptic proldam multi-grid prolongation
and restriction operators. In particular, we define an approximate $ohyslement operator and study the
approximation numerically. We also present an operator estimate for a agprdximation.

An optimization-based coupling method for multiscale problems.

Orane Jecker
EPF Lausanne
or ane. j ecker @pfl.ch

An optimization based method is proposed for solving multiscale problems, witlscala separation in

some region of the computational domain. The method couples a fine scale isutlre subregions without

scale separation, with a micro-macro method, in regions where an effactivBon can be computed.

Introducing an overlap region, the method is written as a minimization problestreamed by boundary

value problems in each subregion, with virtual controls (unknown Diriaifdéd) as boundary data in the
overlap. The virtual control are obtained by minimizing the L2 norm of thethffice between the solutions
in the overlap. A priori error estimates are discussed and a numericaiieent, illustrating the theoretical

convergence rate, is presented.

Octree-based adaptive solver for the transport equation.

Viljami Laurmaa
EPF Lausanne
viljam .l aurma@pfl.ch

A numerical scheme for solving the transport equation using an adaikeecstructure is presented. A
VOF-type approach is used to track the fluid and the octree is refined mtdinface for accurate tracking.
Advection is done using a semi-Lagrangian scheme where we translatdlthaleeg the characteristics
and project them back on the octree. This approach does not reqeivsulal CFL condition for stability
and allows large timesteps. Consequently, the scheme is computationallydakseadaptivity allows low
memory usage.

Approximation of admissible measure valued solutions for incompressilel
Euler equations.

Filippo Leonardi
ETH Zurich
filippo.!|eonardi @am math. ethz.ch

We propose a new numerical scheme for the solution of incompressibledeulations. This scheme has a
number of interesting properties, which mimic the behaviour of the govergjngtions. We also propose a
procedure, which allows a consistent approximation of admissible measdueshsolutions.
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Optimized Schwarz methods for second order and biharmonic elliptic
problems.

Yongxiang Liu
University of Geneva
Yongxi ang. Li u@ni ge. ch

We study a two sided Optimized Schwarz method with an additional relaxation atepsecond order
elliptic problem. Our analysis for a two subdomain decomposition shows thatptiraad choice of the
Robin parameters is; = 0 andps = 400, Or p; = 400 andps = 0, which results in the Dirichlet-
Neumann method. Fixing however one paramgief = 1,2, we find that the optimal choice of the other
parameter minimizing the contraction factor satisfigs, = const.

We next study an Optimized Schwarz method for the biharmonic equationugdih suitable choice
of the parameters, we obtain that the optimal convergence rate is exactintiecas for the second order
elliptic problem, and is much better than for the classical Schwarz method.

Low-rank tensor methods for communicating Markov processes.

Francisco Macedo
EPF Lausanne
franci sco. racedo@pf!l . ch

A number of practical applications lead to Markov Chains with extremely latgte spaces. Such an
instance arises from models for calcium channels, which are structutesbody that allow cells to transmit
electrical charges to each other. These charges are carried oritarcadn which can travel freely back
and forth through the 'calcium channel’. The state space of a Markasegs describing these interactions
typically grows exponentially with the number of cells. More generally, Steiiha@utomata Networks
(SANSs) are networks of interacting stochastic automata. The dimension mdghking state space grows
exponentially with the number of involved automata. Several techniquesbieaveestablished to arrive at
a formulation such that the transition matrix has Kronecker product steuctinis allows, for example, for
efficient matrix-vector multiplications. However, the number of possible autoissstill severely limited
by the need of representing a single vector (e.g., the stationary vecfijityx We propose the use of
low-rank tensor techniques to avoid this barrier. More specifically, sdgoeitnms are presented that allow
to approximate the solution of certain SANs very efficiently in a low-rank teftsmat.

Hierarchical matrices, or H-matrices.

Parisa Mamooler
University of Geneva
Pari sa. Manool er @ini ge. ch

Numerical analysts avoid whenever possible to work with large dense nsatitctead, they try to approx-
imate them with sparse or low rank matrices. H-matrices are one of these mathiotisuse data-sparse
approximations of non-sparse matrices. In fact, they provide tools tomperhatrix operations in almost
linear complexity (ofO(nklogn)). One of the important properties of the H-matrices is that they are valid
for the important class of matrices originating from standard discretisatioetitic partial differential
equations or the related integral equations. We show in this poster the beescdtiH-matrices and their
application for solving an integral equation, and also explain continuagsoves of matrices, called quasi-
matrix and cmatrix, and their LU factorisation, in view of formulating continuousétrices.
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Runge-Kutta type Explicit Local Time-Stepping Methods for
Electromagnetics.

Michaela Mehlin
University of Basel
m chael a. nehl i n@ini bas. ch

The efficient and accurate numerical simulation of time-dependent Magvegjliations is of fundamental
importance in electromagnetic wave propagation. Following the method-ofdppeach we first discretize
Maxwell’s equations in space using nodal discontinuous Galerkin (D@ Bfement methods (FEM). FEM
are increasingly popular in the presence of heterogeneous media olegayepmetry due to their inherent
flexibility: elements can be small precisely where small features are locatédamer elsewhere. Such a
local mesh refinement, however, also imposes severe stability constramtplait time integration, as the
maximal time-step is dictated by the smallest elements in the mesh. When mesh refiiserastnicted to
a small region, the use of implicit methods, or a very small time-step in the entireutatgmal domain,
are generally too high a price to pay. Starting from explicit Runge-Kutta(R&thods, we propose high
order explicit local time-stepping (LTS) methods for the simulation of electromigg wave phenomena.
By using smaller time steps precisely where smaller elements in the mesh are Itvased, TS methods
overcome the bottleneck in explicit time integration caused by local mesh refimewithout sacrificing
the explicitness, accuracy or efficiency of the original RK method.

Discrete Duality Finite Volume (DDFV) method applied to COSMO
horizontal diffusion.

Sandie Moody
University of Geneva
Sandi e. Moody@ni ge. ch

At present, the horizontal components of the subrid scale flux diveegeiithe averaged equation for mass
of water constituents are not being calculated in the COSMO-Model. Thisisodine calculation method,
whose stability is limited. We propose a new calculation method, a coupling of ti&/Rd finite volume
methods, to be implemented in the COSMO-Model. Our results show that the DDE\bdnis adapted
to the COSMO-Model as it is stable on any grid type, in particular a terrdiowfing grid including steep
slopes. We also analyse computational costs and convergence rates.

Finite Elements for Wave Propagation in polygonal domains.

Fabian Muller
ETH Zurich
muel f abi @t hz. ch

When dealing with propagation phenomena of acoustic or seismic wavesdseaer linear wave equa-
tions provide a commonly used physical model. The method of lines is a populalason technique.
There, the partial differential equation (PDE) is discretized in spacke followed by a time-stepping
scheme solving the resulting ordinary differential equation. When usingite FElement method (FEM)
for the spatial discretization, the convergence order strongly depamdke regularity of the solution.
When dealing with a PDE posed on a polygonal domain or in the presendecafnpse smooth coeffi-
cients (‘'wavespeeds’), the solution exhibits strongly singular behaindbe neighbourhood of an isolated
point set, implying slow convergence of the FEM on quasi-uniform medResently, we have proved that
guasi-optimal convergence rates can be obtained again for the hrvefdt&M with arbitrarily high local
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polynomial degree. We present results which are applicable to acoudtelastic wave equations in ho-
mogeneous media, as well as the acoustic wave equation in a heterogeretiws, i.e. in the presence of
piecewise smooth wavespeeds.

Adaptive Eigenspace Inversion for the Helmholtz Equation.

Uri Nahum

University of Basel
uri . nahum@aini bas. ch

An adaptive inversion method was presented in [M. de Buhan,M. Kragrsevproblems, 2013] for time-

dependent inverse scattering problems set in a (known)constargrbacki medium. Here we extend that
approach to a general varying background in the frequency domhitg dispensing with the need for an
open observational subset. The resulting adaptive eigenspacddonvggl) method not only proves more

accurate and robust to missing data, but also incurs only a fraction obthputational cost.

Shape optimization of micro lenses.

Alberto Paganini
ETH Zurich
al bert o. pagani ni @am nat h. et hz. ch

Micro lenses are optical structures exhibiting interesting effects caysatbbnal resonances. These effects
cannot be computed with geometric optics because micro lenses are not ngecltian the wavelength of
the incident light. For this reason, optimizing their design is a challenging taslapMy a shape optimiza-
tion algorithm tailored for finite element simulations to improve the optical propesfias initial design.
The algorithm enjoys superconvergent domain integral expressiotsdshape gradient, and allows for
arbitrarily high resolution of shapes by employing B-spline based reptagsens of the deformation diffeo-
morphism.

Auxiliary Space Preconditioners for H(curl)-elliptic Problems with
Discontinuous Coefficients.

Blanca Ayuso de Dids Ralf Hiptmair, Cecilia Pagliantini * Dipartimento di

Matematica, Universita di Bologna, Italy
2 Seminar for Applied Mathematics, ETH Ziirich, Switzerland
3 Seminar for Applied Mathematics, ETH Ziirich, Switzerland
cecilia.pagliantini @am math. et hz. ch

We propose a family of preconditioners to solve the linear systems of egsi&ti@uing from a symmetric
Interior Penalty Discontinuous Galerkin (DG) discretization of H(curl)-ellifozindary value problems
arising in eddy current models. The design and analysis of the propobexis relies on the auxiliary space
method: The preconditioners are obtained for the non-conforming D&@xippation by using an auxiliary
space of H(curl)-conforming finite elements together with a relaxation teshr{gmoother).

Specifically, we address the influence of possible discontinuities in thesiditiizz and/or in the reaction
coefficientg on the asymptotic performance of the preconditioners. Asymptotic optimalitydnus$imess
with respect to jumps in the coefficients and the mesh size can be showpt @x®n both coefficients are
discontinuous and the problem is curl-dominated in some regions and redotionated in others. In this
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latter case the convergence depends on the minimum among théafie, the jumps in3 and the jumps
inuv.

Support by the Swiss NSF Grant No. 146355.

Parallel solver for the space in homogeneous and time dependent Boltzmann
equation.

Simon Pintarelli
ETH Zurich, SAM
simon. pintarelli @am nat h. ethz. ch

We present a high-performance implementation for the solution of the spaearingeneous and time
dependent Boltzmann equation. The phase space is discretized usinglénitnts for the physical domain
and a polar spectral discretization based on Laguerre polynomials intyefdomputations are done 2+2+1
dimensions with an implicit/explicit split time stepping scheme on unstructured melhegolar spectral
scheme can be made fully conservative and requires no truncation aflliseoa operator.

Numerical Approximation of Turbulent Flows in Electrolysis Cells.

Jonathan Rochat
EPF Lausanne
j onat han. rochat @pfl . ch

Aluminium is a metal extracted from bauxite ore using electrolysis procelisd ddall-Héroult process,
and is done in a electrolytic bath within a huge cell. Observations and measuseane difficult to make
in the cell and in this context numerical simulation can be very useful to optima@rbduction. The
modeling of the electrolysis process is a two fluids system (liquid aluminium aogt@igic bath) with free
moving interface. In this work we focus on the magnetohydrodynamic (M¢tijputation of the motion of
the fluid and interface. Mixing length turbulent models and projection methodse ghe Navier-Stokes
eguations are presented.

Shape uncertainty quantification for scattering transmission problens.

Laura Scarabosio
ETH Zurich, SAM
| aur a. scar abosi o@am mat h. et hz. ch

We consider theHelmholtz transmission problemvith an incoming plane wave, where the shape of the
scatterer is affected by random perturbations; the latter are the onlgesotiuncertainty in our model
problem.

Since we are interested in shape fluctuations that are too large for beitagtwa a perturbative method,
we use instead a probabilistic description of the interface to parametrize uigtini@deterministic, high-
dimensional parameténcorporating the shape randomness.

Using a domain mapping approach, we introduce a parameter-dependenb mefer each domain
realization to anominal configuration, fixed for all realizations. In this way, we can write a vanetio
formulation on the nominal configuration with parameter-dependent ceetfsc a framework for which
theory and discretization algorithms are well established.

For the discretization in the parameter space, we present an adaptiveaRmatgprithm for sparse
stochastic collocation [1], which allows to achieve quasi-optimal convereates (with respect to the
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best N-term approximation) and does not suffer from the so-called ‘curadiménsionality’. We show
that the solution on the nominal space and linear functionals of it satisfyitgirtdnypothesis fulfill the
assumptions required by the convergence theorems, in particular ads#ga analytic dependence on the
high-dimensional parameter. The spatial discretization at each collocatiohip performed using Finite
Elements.

In the numerical experiments, we consider two settings: a patrticle in free spal a particle on sub-
strate. When addressing the interpolation and quadrature of the re#hgaplution in therominal space
and of the far field functional, the theoretical convergence rates hrevac.

However, if we address the quadrature onghgsicaldomain, then, due to the presence of the interface,
the analytic dependence of the solution on the high-dimensional paramea&statown; in such a case, the
sparse adaptive Smolyak algorithm does not converge anymore amnhtiteitechniques are required. We
show this on a couple of simple examples.

This work is part of a PhD thesis under the supervision of Prof. Ralf Hiptarad Prof. Christoph
Schwab, and with the collaboration of Dr. Claudia Schillings.

References

[1] C. Schillings and Ch. Schwalgparse, adaptive Smolyak quadratures for Bayesian inverse prgblems
Inverse Problems 29.6 (2013): 065011.

A Reduced Basis approach to large-scale pseudospectra computation.

Petar Sirkovic
EPF Lausanne, MATHICSE, ANCHP
petar. sirkovi c@pfl.ch

Supported by the SNF research modal®educed Basis Approach to Large-Scale Pseudospectra Compstatthim the SNF
ProDocEfficient Numerical Methods for Partial Differential Equations.

When studying spectral properties of a non-normal matrigk C™*" information about its spectrum alone
is usually not enough to provide complete information. Effects of small geations ono(A) can be
studied by computing so-callegpseudospectra. Fer> 0 the e-pseudospectrum of is usually defined as

o (A)={z€C: (=] — A)leg > 671},

or
0(A) ={2€ C:opin(z] — A) <€}

The computation of.(A) requires the evaluation of the functigz) = o,in (21 — A) on a portion of the
complex plane. Fotr = z+iy, the computation aj(z) can be seen aadimensional parameter-dependent
eigenvalue problem:

9( + iy)* = Ain (@ + yi) = A)((z + yi)I — A)).

In this work, we propose a Reduced Basis approach to pseudospentputation that provides highly
accurate estimates of pseudospectra in the region of interest. It inatepdhe sampled singular vectors
of zI — A and implicitly exploits their smoothness properties. It provides rigorousdmuoth upper and
lower, on the pseudospectra in the region of interest.
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Second-kind Boundary Element Methods for Scattering at Partly
Impenetrable Objects.

X. Claeys, R. Hiptmaif and E. Spindler

! Laboratoire Jacques-Louis Lions, Paris VI.
2 Seminar for Applied Mathematics, ETH Ziirich.
el ke. spi ndl er @am mat h. et hz. ch

We present a second-kind Galerkin formulation for transmission probleat®urstic scattering at partly
impenetrable composite objects. The bounded composite scatterer consisterail Lipschitz polyhedra
characterizing the homogeneous materials. Impenetrable parts are ietldiuicnposing Dirichlet bound-
ary conditions on the boundary of some of the Lipschitz polyhedra.

The popular PMCHWT formulation, a first-kind boundary element methodqseg in [3], leads to
ill-conditioned linear systems on fine meshes, with no effective preconditaadable yet.

Our second-kind approach provides an alternative that is intrinsicallycarditioned. We represent the
total field through a global multi-potential consisting of the sum of all localmttaés from the homogeneous
parts of the scatterer. This ansatz leads to a second-kind boundamairgggation inZ? for the Cauchy
trace of the total field at the material interfaces. Ritz-Galerkin discretizatitnamy kind of L2-stable
trial and test functions yields well-conditioned linear systems which canledsefficiently with iterative
solvers.

Numerical tests with piecewise constant boundary elements confirm thegoditioning of the Galerkin
matrices of our approach and therefore fast convergence of ieesativers like GMRES. Vid ?-projection
of the computed Dirichlet trace onto continuous piecewise linear bountiangeats, we achieve competitive
accuracy when comparing with the popular first-kind formulation.

References

[1] X. Claeys. A single trace integral formulation of the second kind for acoustic scatteriraghnical
Report No. 14, ETH Zurich, 2011.

[2] X. Claeys, and R. Hiptmair, and E. Spindlek second-kind Galerkin boundary element method for
scattering at composite objectBIT Numerical Mathematics, 55(1):8857, 2015.

[3] T.Von PetersdorffBoundary integral equations for mixed Dirichlet, Neumann and transmigsian
lems Mathematical methods in the applied sciences, 11(2):185-213, 1989.

Riemannian Optimization for High-Dimensional Problems.

Michael Steinlechner
EPF Lausanne
m chael . st ei nl echner @pfl . ch

The development of efficient numerical methods for high-dimensiondllg@nas is a highly active area of
research in numerical analysis and numerical linear algebra. High dimnafisfooccurs in several sci-
entific disciplines and may have a variety of causes. In this presentatiofpcwe on two problems that
appear when dealing with such problems. In the first part, tensor completmmim to reconstruct a
high-dimensional data set with a large fraction of missing entries. In thendgeart, we focus on the so-
lution of very large linear systems, a challenging task often encounterd@® ingredient when solving
partial differential equations on high-dimensional domains. In thesesc#s® degrees of freedom grow
exponentially with the number of dimensions, making classic approachessibiée Approximation of the
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solution by low-rank tensor formats often allows us to avoid this curse of diroeality by exploiting the
underlying structure. The assumption of low-rank structure in the modetslls to cast these problems
into optimization problems restricted to the manifold of fixed-rank tensors. Elsnoénhis smooth em-
bedded submanifold can be efficiently represented in the Tucker orteaso(TT) formats, with storage
complexity scaling linearly with the number of dimensions. For tensor completiemprasent a nonlinear
conjugate gradient scheme within the framework of Riemannian optimization wkjhits this favorable
scaling. Numerical experiments and comparison to existing methods shovigtivehess of our approach
for the approximation of multivariate functions. Furthermore, we show thaatgorithm can obtain com-
petitive reconstructions from uniform random sampling of few entriesoofigared to adaptive sampling
techniques such as cross-approximation. For linear systems, we erapesv algorithm that performs a
preconditioned gradient method on the manifold of tensors of fixed raekdéthonstrate the flexibility of
our algorithm by comparing different approximations of the Riemannianitdess preconditioners for the
gradient directions.

On low rank updates of matrix functions.

Daniel Kressner, Ana Susnjara
EPF Lausanne
ana. susnj ara@pfl.ch

The efficient and reliable update computation of large-scale matrix fundigrject to low-rank perturba-
tions is of interest in several applications, such as the analysis of netwbdt addressing this problem,
Beckermann and Kressner have proposed the use of tensor polyroigdtional Krylov subspace meth-
ods. Starting from the exactness property of (rational) Krylov sulespaonvergence bounds for the tensor
Krylov subspace method have been derived. In particular, we dissygs!) and sigid). The matrix
sign function immediately yields the corresponding spectral projector, vdaiolbe used in the solution of
eigenvalue problems. For the case of the matrix exponential, the errans@pan terms ofp— functions

as well as the resulting corrected scheme proposed by Saad are exteritie tensor Krylov subspace
method. While the corrected scheme itself may not offer advantages, iebabserved useful in deriving
stopping criteria.

Optimized Schwarz Methods for Heterogeneous Harmonic Waves.

Erwin Veneros
University of Geneva
Erwi n. Vener os@ni ge. ch

We perform Schwarz Algorithms to solve Maxwell’'s and Helmholtz equationsterbgeneous media, we
consider the discontinuity of the coefficients aligned with the interface betaagedomains. We show that
the jump in the coefficients helps to the convergence of the algorithm if it is takeocount carefully, in
most of the cases it makes the convergence independent of the mesh thieadiscretisation. We show
numerical examples to verify the results.
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Factorizations, Sweeping, Source Transfer, Potentials and Schwarz: @n
Algorithm.
Hui Zhang

University of Geneva
Hui . Zhang@ini ge. ch

Itis not surprising that one algorithm can be devised by different maathde stated in apparently different
formulations but actually do the same thing. This is especially interesting foetleatremerging algorithms
for the iterative solution of the Helmholtz equation such as the sweepingmuitiomers, the source transfer
and the single and/or double layer potential based methods. We will see éssvalyorithms resemble and
differ in terms of optimized Schwarz methods.

co-authored with Martin J. Gander.
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Wi-Fi : guest-unige (english)

For guests or attending a conference at
the University of Geneva

The Wi-Fi network 'guest-unige' allows an unsecured Internet network access. No
encryption method is used, so no guarantee your privacy can not be assured. You
can use the Wi-Fi network, but the University of Geneva can not be held

ol -
responsible for the loss of your privacy. - u

Note: The term 'unsecured' means that all network between your device and the : D L
wireless communications terminal run "in the clear". A malicious person is able to ‘
capture and analyze your communications. If you must provide personal
information (IDs, passwords, etc ...), we recommend that you use as far as
possible, secure communication protocols (https, ssh, sftp, etc ...). Any
user-facilitators invited es (events, conferences, etc ...), or passing can use
this network.

To use this service :

Connect your mobile device to the SSID 'guest-unige’;

Make sure your browser accepts pop-up windows and javascript to run;

In your browser doing an HTTP / HTTPS request to any URL (eg the University website:
http://www.unige.ch);

Your request will be intercepted, and you will be directed to an e-portal where you can register and
authenticate.

On the following page, click on the "connect" button:

UNIVERSITE
DE GENEVE

Bienvenue sur le réeseau Wi-Fi public et gratuitde I’'Université de Genéve.

Pour vous connecter au Wi-Fi gratuit, cliquez ci-dessous :

Welcome to the free public WiFi network at the University of Geneva. To connect, click below :

connect

e When you first log in, you will need to register on the system. To do so, please enter your mobile
number and click the "Register" button;

1sur?2 https://plone.unige.ch/distic/pub/reseau/wifi-guest-unige-english
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Please enter your mobile phone number and click "Regjster".
You will then receive your personal code via SMS.

Mobile phone: \ \“

ool

No m%phge or can't receive our SMS?

Or do you already have a code?

powered by

¢ You will receive a code via SMS, you need to enter on the next screen and click the "Login" button;

sE= O G141

fﬁﬁl‘]‘,} If you don't have a code yet, please click here
" to register.

,“ﬁ@ Please enter your mobile phone n andyour
W& code and click on “Login” to agces ternet.
Mobile phone: \@
Code: ( j

¥ s obile phone and code
icking “Login”, you accept the General Terms and
% ditions
Login
powered by

e If your code is accepted, you will be automatically redirected to the e-University website.
¢ Your access code is valid for 6 months, during which you will not need to request a new code.

Mots-clés associés : wifi, guest-unige, unige, réseau

2 sur 2 https://plone.unige.ch/distic/pub/reseau/wifi-guest-unige-english



