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#### Abstract

We investigate the limits of the multivariable signature function $\sigma_{L}$ of a $\mu$-component link $L$ as some variable tends to 1 via two different approaches: a three-dimensional and a fourdimensional one. The first uses the definition of $\sigma_{L}$ by generalized Seifert surfaces and forms. The second relies on a new extension of $\sigma_{L}$ from its usual domain $\left(S^{1} \backslash\{1\}\right)^{\mu}$ to the full torus $\mathbb{T}^{\mu}$ together with a Torres-type formula for $\sigma_{L}$, results which are of independent interest. Among several consequences, we obtain new estimates on the value of the Levine-Tristram signature of a link close to 1 .


## 1. Introduction

1.1. Background on the Levine-Tristram signature. Let $L$ be an $m$-component oriented link in the three-sphere $S^{3}$, and let $A$ be an arbitrary Seifert matrix for $L$. The Levine-Tristram signature of $L$ is the function

$$
\sigma_{L}: S^{1} \backslash\{1\} \longrightarrow \mathbb{Z}, \quad \omega \longmapsto \sigma(H(\omega))
$$

where

$$
H(\omega)=(1-\omega) A+(1-\bar{\omega}) A^{T}
$$

and $\sigma(H)$ denotes the signature of the Hermitian matrix $H$. As one easily checks (see e.g. [25]), this function does not depend on the choice of the Seifert matrix, and is therefore an invariant of the link $L$. Similarly, the Levine-Tristram nullity of $L$ is the function $\eta_{L}: S^{1} \backslash\{1\} \rightarrow \mathbb{Z}$ given by $\eta_{L}(\omega)=\eta(H(\omega))$, where $\eta(H)$ stands for the nullity of $H$.

Since its discovery by Trotter [37] in the case $\omega=-1$, its study by Murasugi [29], and its extension by Tristram [36] and Levine [23] to $S^{1} \backslash\{1\}$, the Levine-Tristram signature has been the subject of intense activity. Among its numerous remarkable properties, let us mention the facts that $\sigma_{L}$ vanishes if $L$ is amphicheiral, that it is locally constant on the complement of the roots of the Alexander polynomial $\Delta_{L}$, that it provides lower bounds on the unknotting number of $L$ [26], on its splitting number [3], as well as on its Seifert genus, i.e. on the minimal genus of an orientable surface $S \subset S^{3}$ with oriented boundary $\partial S=L$.

More subtly, if $\omega$ is not the root of any polynomial $p(t) \in \mathbb{Z}\left[t, t^{-1}\right]$ with $p(1)= \pm 1$, then $\sigma_{L}(\omega)$ also provides a lower bound on the topological four-genus of $L$, i.e. on the mininal genus of a locally flat orientable surface $F$ in the four-ball $B^{4}$ with oriented boundary $\partial F=F \cap \partial B^{4}=L$, see [30]. This fact was already noticed by Murasugi using the classical definition of $\sigma_{L}$ stated above. However, the current understanding of this phenomenon relies on an alternative interpretation of $\sigma_{L}(\omega)$, as the signature of some associated four-dimensional manifold, an approach pioneered by Rohlin [32] and Viro [39], see also [19]. There are several variations on this theme (see e.g. [18] and references therein), but the most practical and now most commonly used one is to consider the intersection form of the four-manifold obtained from $B^{4}$ by removing a tubular neighborhood of $F$, with so-called twisted coefficients determined by $\omega$ (see Section 2.3 below). Remarkably, this approach is due to Viro once again [40], some 36 years after his first seminal contribution to the subject. We refer the interested reader to the survey [5] and references therein for more information on the Levine-Tristram signature.

Despite all these results, some elementary properties of $\sigma_{L}$ remain mysterious. For example, it is rather frustrating not to have this function naturally extended to the full circle $S^{1}$, as the definition above yields a trivial signature and ill-defined nullity at $\omega=1$. A related question is the following: what can be said of its value at $\omega$ close to 1 ? If $m=1$, i.e. if the link $L$ is a knot, then one easily checks that $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)$ vanishes, but in the general case of an $m$-component link, this elementary approach only yields the inequality $\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)\right| \leq m-1$ (see e.g. [14]).

In the recent article [1], Borodzik and Zarzycki used so-called Hermitian variation structures to show the following result. If $L=K_{1} \cup \cdots \cup K_{m}$ is an oriented link whose Alexander polynomial $\Delta_{L}$ does not vanish and is not divisible by $(t-1)^{m}$, then

$$
\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)=\sigma\left(L k_{L}\right)
$$

where $L k_{L}$ denotes the linking matrix of $L$ defined by

$$
\left(L k_{L}\right)_{i j}= \begin{cases}\operatorname{lk}\left(K_{i}, K_{j}\right) & \text { if } i \neq j  \tag{1}\\ -\sum_{k \neq i} \operatorname{lk}\left(K_{i}, K_{k}\right) & \text { if } i=j\end{cases}
$$

The assumptions on $\Delta_{L}$ are slightly mysterious and the tools rather unorthodox, but this result puts forward the value $\sigma_{L}(1)=\sigma\left(L k_{L}\right)$ as the natural extension of $\sigma_{L}$ to the full circle (a fact that can also be traced back to the proof of Lemma 5.4 in [30]). Furthermore, this indicates that a naive extension of $\sigma_{L}$ to $S^{1}$ using the standard four-dimensional interpretation does not yield the correct answer in general.
1.2. Results on the Levine-Tristram signature. Our first original result on the LevineTristram signature is the following inequality (Theorem 5.4).

Theorem 1.1. For any oriented link L, we have

$$
\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)-\sigma\left(L k_{L}\right)\right| \leq \eta\left(L k_{L}\right)-1-\operatorname{rank} A(L)
$$

where $A(L)$ denotes the one-variable Alexander module of $L$.
In particular, it implies that $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)=\sigma\left(L k_{L}\right)$ for all links with rank $A(L)=\eta\left(L k_{L}\right)-1$. As shown in Remark 5.7, the equality $\eta\left(L k_{L}\right)=1$ is equivalent to the Alexander polynomial $\Delta_{L}$ not vanishing and not being divisible by $(t-1)^{m}$. Therefore, this theorem extends the aforementioned result of [1]. It also implies several immediate and pleasant corollaries, such as the elementary but not so obvious inequalities

$$
\operatorname{rank} A(L) \leq \eta\left(L k_{L}\right)-1
$$

and

$$
\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)\right| \leq m-1-\operatorname{rank} A(L)
$$

valid for any oriented link $L$.
As will be explained in Section 1.4, we have also obtained similar results for more general signatures, results that can then be applied back to the Levine-Tristram signature. To test the power of our methods, we have tried to determine the limit of the Levine-Tristram signature of an arbitrary 2 -component link, showing the following statement (Corollary 5.21).

Corollary 1.2. If $L$ is a 2-component oriented link with linking number $\ell$ and two-variable Conway function $\nabla_{L}$, then its Levine-Tristram signature satisfies

$$
\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)= \begin{cases}-\operatorname{sgn}(\ell) & \text { if } \ell \neq 0, \text { or } \text { if } \nabla_{L}=0 \quad(\text { in } \text { which case } \ell=0) \\ \operatorname{sgn}(f(1,1)) & \text { if } \ell=0, \nabla_{L} \neq 0 \text { and } f(1,1) \neq 0 \\ \pm 1 & \text { if } \ell=0, \nabla_{L} \neq 0 \text { and } f(1,1)=0\end{cases}
$$

where in the last two cases, we have $\nabla_{L}\left(t_{1}, t_{2}\right)=\left(t_{1}-t_{1}^{-1}\right)\left(t_{2}-t_{2}^{-1}\right) f\left(t_{1}, t_{2}\right) \in \mathbb{Z}\left[t_{1}^{ \pm 1}, t_{2}^{ \pm 1}\right]$.
Note that the result of [1] covers precisely the case of non-vanishing linking number; all the other cases are new.

Testing our results on 3-component links would be an entertaining exercise that we have not attempted, but we expect a similar outcome.
1.3. Background and questions on the multivariable link signature. As is well-known, the Alexander polynomial admits a multivariable extension for links. A slightly less familiar fact is that the Levine-Tristram also admits such a generalization. The most natural setting for it is that of colored links, that we now recall.

Let $\mu$ be a positive integer. A $\mu$-colored link is an oriented link $L$ each of whose components is endowed with a color in $\{1, \ldots, \mu\}$ so that all colors are used. Such a colored link is commonly denoted by $L=L_{1} \cup \cdots \cup L_{\mu}$, with $L_{i}$ the sublink of $L$ consisting of the components of color $i$. Two colored links are isotopic if they are related by an ambient isotopy which respects the orientation and color of all components. Obviously, a 1-colored link is nothing but an oriented link, while a $\mu$-component $\mu$-colored link is an oriented ordered link. Most of our results hold for arbitrary $\mu$ colored links, but some of them (e.g. Theorem 1.8) are restricted to such ordered links, which we often simply call $\mu$-component links.

Given an arbitrary $\mu$-colored link $L$ in $S^{3}$, the multivariable signature of $L$ is the function

$$
\sigma_{L}:\left(S^{1} \backslash\{1\}\right)^{\mu} \longrightarrow \mathbb{Z}, \quad \omega=\left(\omega_{1}, \ldots, \omega_{\mu}\right) \longmapsto \sigma(H(\omega)),
$$

where $H(\omega)$ is a Hermitian matrix built from generalized Seifert matrices associated with generalized Seifert surfaces known as $C$-complexes, see Section 2.2. Similarly, the multivariable nullity of $L$ is the function $\eta_{L}:\left(S^{1} \backslash\{1\}\right)^{\mu} \rightarrow \mathbb{Z}$ given by $\eta_{L}(\omega)=\eta(H(\omega))$. These invariants were introduced by Cooper [9] in the 2-component 2-colored case, and fully developed and studied in [4].

As one immediately sees from the definitions, the case $\mu=1$ recovers the Levine-Tristram signature and nullity, justifying the slight abuse of notation. However, there is another way in which these multivariable functions can be applied back to their one-variable counterparts. Indeed, given any $\mu$-colored link $L=L_{1} \cup \cdots \cup L_{\mu}$, we have

$$
\begin{equation*}
\sigma_{L}(\omega, \ldots, \omega)=\sigma_{L^{\text {or }}}(\omega)+\sum_{i<j} \operatorname{lk}\left(L_{i}, L_{j}\right) \tag{2}
\end{equation*}
$$

for all $\omega \in S^{1} \backslash\{1\}$, where $L^{\text {or }}$ denotes the (1-colored) oriented link underlying $L$ (see [4, Proposition 2.5]). As a consequence, this multivariable extension can be a valuable tool even if one is only interested in the original Levine-Tristram signature.

In a nutshell, all the agreeable properties of the Levine-Tristram signature mentioned in Section 1.1 extend to the multivariable setting. In particular, the function $\sigma_{L}$ is constant on the connected components of the complement in $\left(S^{1} \backslash\{1\}\right)^{\mu}$ of the zeros of the multivariable Alexander polynomial $\Delta_{L}\left(t_{1}, \ldots, t_{\mu}\right)$, see Theorem 4.1 and Corollary 4.2 of [4]. Also, if $\left(\omega_{1}, \ldots, \omega_{\mu}\right)$ is not the root of any Laurent polynomial $p\left(t_{1}, \ldots, t_{\mu}\right)$ with $p(1, \ldots, 1)= \pm 1$, then $\sigma_{L}\left(\omega_{1}, \ldots, \omega_{\mu}\right)$ and $\eta_{L}\left(\omega_{1}, \ldots, \omega_{\mu}\right)$ are invariant under topological concordance of colored links. As in the 1-variable case, the understanding of this fact came in incremental steps (see in particular [4, Section 7]), its definitive treatment (and extension to 0.5 -solvability) being achieved in [8]. Once again, the modern proof relies on an alternative definition of $\sigma_{L}(\omega)$ as the twisted signature of the four-manifold obtained from $B^{4}$ by removing a tubular neighborhood of a union of surfaces $F=F_{1} \cup \cdots \cup F_{\mu}$ with $\partial F_{i}=F_{i} \cap \partial B^{4}=L_{i}$ for all $i$.

Despite these results, several questions remain unanswered.
Question 1. Is there a natural extension of $\sigma_{L}$ and $\eta_{L}$ from $\left(S^{1} \backslash\{1\}\right)^{\mu}$ to the full torus $\mathbb{T}^{\mu}$ ?
As in the 1-variable case, the definition via (generalized) Seifert matrices yields a trivial signature and ill-defined nullity as soon as some coordinate is equal to 1 . Moreover, the 'naive' extension of the standard four-dimensional interpretation from $[40,11,8]$ is in general not well-defined either (see e.g. [11, Section 4.4]).

The second question is relevant to the title of this work. The celebrated Torres formula [35] relates the multivariable Alexander polynomial $\Delta_{L}$ of a $\mu$-component ordered link $L=L_{1} \cup \cdots \cup L_{\mu}$ to the Alexander polynomial of the $(\mu-1)$-component link $L \backslash L_{1}$ via the equality

$$
\begin{equation*}
\Delta_{L}\left(1, t_{2}, \ldots, t_{\mu}\right)=\left(t_{2}^{\operatorname{lk}\left(L_{1}, L_{2}\right)} \cdots t_{\mu}^{\operatorname{lk}\left(L_{1}, L_{\mu}\right)}-1\right) \Delta_{L \backslash L_{1}}\left(t_{2}, \ldots, t_{\mu}\right) \tag{3}
\end{equation*}
$$

in $\mathbb{Z}\left[t_{2}, t_{2}^{-1}, \ldots, t_{\mu}, t_{\mu}^{-1}\right]$, up to multiplication by units of this ring. Assuming that a satisfactory answer to Question 1 has been found, is there an anolog of the Torres formula for the multivariable signature and nullity? In other words:

Question 2. Is there a simple formula relating $\sigma_{L}\left(1, \omega_{2}, \ldots, \omega_{\mu}\right)$ and $\sigma_{L \backslash L_{1}}\left(\omega_{2}, \ldots, \omega_{\mu}\right)$, and one relating $\eta_{L}\left(1, \omega_{2}, \ldots, \omega_{\mu}\right)$ and $\eta_{L \backslash L_{1}}\left(\omega_{2}, \ldots, \omega_{\mu}\right)$ ?

The third question was already posed in the 1 -variable context at the end of Section 1.1.
Question 3. For a fixed $\left(\omega_{2}, \ldots, \omega_{\mu}\right)$, what can be said of the limits $\lim _{\omega_{1} \rightarrow 1} \sigma_{L}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{\mu}\right)$ ?
Here note the plural in "limits": unlike in the 1-variable case where the symmetry $\sigma_{L}(\bar{\omega})=\sigma_{L}(\omega)$ ensures that $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)$ is well-defined, in the multivariable case the limit might depend on whether $\omega_{1} \in S^{1}$ tends to 1 from above or from below (see e.g. Example 3.5). We shall denote these two limits by $\omega_{1} \rightarrow 1^{+}$and $\omega_{1} \rightarrow 1^{-}$. Note that if one keeps $\omega^{\prime}=\left(\omega_{2}, \ldots, \omega_{\mu}\right) \in\left(S^{1} \backslash\{1\}\right)^{\mu-1}$ fixed, then these two limits do exist by the locally constant behaviour of signatures described in [4, Theorem 4.1]. On the other hand, if one allows for any sequence of elements $\omega \in\left(S^{1} \backslash\{1\}\right)^{\mu}$ converging to $\left(1, \omega^{\prime}\right)$, then the corresponding limits of signature might not be well-defined (see e.g. Figure 4 with $\omega^{\prime}$ a third root of unity, and Example 3.5). However, the estimates that we obtain on what we denote by $\lim _{\omega \rightarrow 1^{+}} \sigma_{L}(\omega)$ and $\lim _{\omega \rightarrow 1^{-}} \sigma_{L}(\omega)$ hold for any such sequence.
1.4. Results on the multivariable link signature. In short, our work provides rather satisfactory answers to the three questions raised above.

First, we extend the signature and nullity to the full torus. To give a sense that these extensions are "the right ones", before giving more ample evidence of this fact below, we gather in one statement several of their pleasant features.

Theorem 1.3. Given an arbitrary $\mu$-colored link $L$, there exist an extension of the signature $\sigma_{L}$ and of the nullity $\eta_{L}$ from $\left(S^{1} \backslash\{1\}\right)^{\mu}$ to the full torus $\mathbb{T}^{\mu}$, which satisfy the following properties.

1. The extensions $\sigma_{L}: \mathbb{T}^{\mu} \rightarrow \mathbb{Z}$ and $\eta_{L}: \mathbb{T}^{\mu} \rightarrow \mathbb{Z}$ only depend on the isotopy class of the $\mu$-colored link L (see Theorem 4.3).
2. If $L$ is a (1-colored) oriented link, then $\sigma_{L}(1)=\sigma\left(L k_{L}\right)$ (see Theorem 4.6 (1)).
3. If $L=L_{1} \cup \cdots \cup L_{\mu}$ is a $\mu$-component link with $\operatorname{lk}\left(L_{1}, L_{j}\right)$ not all vanishing, then for any $\omega^{\prime} \in$ $\left(S^{1} \backslash\{1\}\right)^{\mu-1}$ such that $\Delta_{L}\left(1, \omega^{\prime}\right) \neq 0$, we have

$$
\sigma_{L}\left(1, \omega^{\prime}\right)=\frac{1}{2}\left(\lim _{\omega_{1} \rightarrow 1^{+}} \sigma\left(\omega_{1}, \omega^{\prime}\right)+\lim _{\omega_{1} \rightarrow 1^{-}} \sigma\left(\omega_{1}, \omega^{\prime}\right)\right)=\sigma_{L \backslash L_{1}}\left(\omega^{\prime}\right)
$$

(See Corollary 3.4 and Theorem 4.6 (3).)
4. For any $\omega \in \mathbb{T}^{\mu}$ (with the possible exception of $(1, \ldots, 1)$ if $\mu \geq 2$ ), the integers $\sigma_{L}(\omega)$ and $\eta_{L}(\omega)$ can be obtained as the signature and nullity of a matrix evaluated at $\omega$ (see Lemma 5.1).

This extension is performed by considering the twisted signature and nullity of a new fourdimensional manifold $W_{F}$ constructed from a union of surfaces $F \subset B^{4}$ bounded by the colored link $L$, see Section 4.1. Its boundary $\partial W_{F}=: M_{L}$ is a three-dimensional manifold which only depends on the colored link $L$, and which (in the ordered case) coincides with the manifold constructed by Toffoli in [34, Construction 4.17]. This can be used to prove that these extensions are indeed link invariants (Theorem 4.3). While we provide no detail on $W_{F}$ in the present introduction, the construction of this manifold takes up a significant portion of this article and might be considered as its most technical contribution (see in particular Appendix A).

Some explicit computations yield more evidence that these extensions are very natural indeed.
Example 1.4. Let $\{L(k)\}_{k \in \mathbb{Z}}$ be the family of 2-component links illustrated in Figure 2. For $k \neq 0$ (resp. for $k=0$ ) the signature function $\sigma_{L(k)}:\left(S^{1} \backslash\{1\}\right)^{2} \rightarrow \mathbb{Z}$ is constant equal to 1 (resp. 0 ), while $\eta_{L(k)}$ is constant equal to 0 (resp. 1), see Example 2.4. As computed in Examples 4.9 and 4.13, the above extensions yield constant functions $\sigma_{L}$ and $\eta_{L}$ on $\mathbb{T}^{2} \backslash\{(1,1)\}$ in all cases.

We now turn to the second question, i.e. to Torres-type formulas for these extended signature and nullity functions. To state these results, it is convenient to make use of the notion of slope, as defined and studied by Degtyarev, Florens and Lecuona in [11]. Without stating the formal definition (see Remark 4.8), let us recall that given a $\mu$-colored link $L=L_{1} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ with $L_{1}=: K$ a knot, the associated slope is a function assigning a value $\left(K / L^{\prime}\right)\left(\omega^{\prime}\right) \in \mathbb{C} \cup\{\infty\}$ to each $\omega^{\prime}=\left(\omega_{2}, \ldots, \omega_{\mu}\right) \in\left(S^{1} \backslash\{1\}\right)^{\mu-1}$ such that $\omega_{2}^{1 \mathrm{kk}\left(K, L_{2}\right)} \cdots \omega_{\mu}^{1 \mathrm{k}\left(K, L_{\mu}\right)}=1$. Most importantly for
our applications, Theorem 3.2 of [11] asserts that, in generic cases, it can be computed explicitly via the Conway function $\nabla_{L}$ of $L$, see Equation (17).

We can now state (a particular case of) our Torres formula for the signature (see Theorem 4.6, Remark 4.8 and Remark 4.11 for the full statement).

Theorem 1.5. Let $L=L_{1} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ be a $\mu$-colored link with $\mu \geq 2$ and $L_{1}=: K a$ knot. For all $\omega^{\prime} \in\left(S^{1} \backslash\{1\}\right)^{\mu-1}$, we have

$$
\sigma_{L}\left(1, \omega^{\prime}\right)= \begin{cases}\sigma_{L^{\prime}}\left(\omega^{\prime}\right)+\operatorname{sgn}\left(\left(K / L^{\prime}\right)\left(\omega^{\prime}\right)\right) & \text { if } \operatorname{lk}\left(K, K^{\prime}\right)=0 \text { for all } K^{\prime} \subset L^{\prime} ; \\ \sigma_{L^{\prime}}\left(\omega^{\prime}\right) & \text { else },\end{cases}
$$

where $\operatorname{sgn}: \mathbb{R} \cup\{\infty\} \rightarrow\{-1,0,1\}$ denotes the sign function extended via $\operatorname{sgn}(\infty)=0$.
We have also obtained a Torres formula relating $\eta_{L}\left(1, \omega^{\prime}\right)$ with $\eta_{L^{\prime}}\left(\omega^{\prime}\right)$, which involves the slope once again. However, its formulation being rather cumbersome and not particularly illuminating, we refer the reader to Theorem 4.12 for its statement.

We now turn to the third and last question, namely the estimation of the $\omega_{1} \rightarrow 1^{ \pm}$limits of multivariable signatures. Our answer to this question is among the motivations of the results stated above. In particular, it shows that our extensions of the signature and nullity functions are sensible ones.

First, and as already mentioned in Theorem 1.3, these extensions are such that for any given $\mu$ colored link $L$, and for any $\omega \in \mathbb{T}^{\mu}$ (with the possible exception of $(1, \ldots, 1)$ if $\mu \geq 2$ ), the integers $\sigma_{L}(\omega)$ and $\eta_{L}(\omega)$ can be obtained as the signature and nullity of a matrix evaluated at $\omega$ (Lemma 5.1). Then, we can use elementary estimates on the difference between the limit of the signature of a matrix and the signature of a limit (Lemma 2.1), together with the aforementioned Torres formulas for the signature and nullity, to obtain the following result (Theorem 5.15).

Theorem 1.6. Let $L=L_{1} \cup L_{2} \cup \ldots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ be a colored link with $\mu \geq 2$ and $L_{1}=: K a$ knot. Consider $\omega=\left(\omega_{1}, \omega^{\prime}\right) \in \mathbb{T}^{\mu}$ with $\omega^{\prime} \in\left(S^{1} \backslash\{1\}\right)^{\mu-1}$.

1. If there exists a component $K^{\prime} \subset L^{\prime}$ with $\operatorname{lk}\left(K, K^{\prime}\right) \neq 0$, then we have:

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}(\omega)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)-1+\sum_{K^{\prime} \subset L^{\prime}}\left|\operatorname{lk}\left(K, K^{\prime}\right)\right|-\operatorname{rank} A(L)
$$

where $A(L)$ denotes the $\mu$-variable Alexander module of $L$.
2. If $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all components $K^{\prime} \subset L^{\prime}$, then we have

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}(\omega)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right)-s\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)+\varepsilon\left(\omega^{\prime}\right)-\operatorname{rank} A(L),
$$

where

$$
s\left(\omega^{\prime}\right)= \begin{cases}+1 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right) \in(0, \infty) \\
-1 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right) \in(-\infty, 0) \quad \text { and } \quad \varepsilon\left(\omega^{\prime}\right)=\left\{\begin{array}{ll}
+1 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right)=0 \\
-1 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right)=\infty \\
0 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right) \in\{0, \infty\}
\end{array} \quad\right. \text { else }\end{cases}
$$

As discussed in Sections 5.4 and 5.5 , this theorem is quite powerful in the second, so-called algebraically split case. Indeed, it implies in particular the following result (Corollary 5.16).

Corollary 1.7. Let $L=K \cup L^{\prime}$ be a $\mu$-colored link as above, such that $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all $K^{\prime} \subset L^{\prime}$. Then, we have

$$
\lim _{\omega_{1} \rightarrow 1^{+}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)=\lim _{\omega_{1} \rightarrow 1^{-}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right)+\operatorname{sgn}\left(-\frac{\frac{\partial \nabla_{L}}{\partial t_{1}}\left(1, \sqrt{\omega^{\prime}}\right)}{\nabla_{L^{\prime}}\left(\sqrt{\omega^{\prime}}\right)}\right)
$$

for all $\omega^{\prime} \in\left(S^{1} \backslash\{1\}\right)^{\mu-1}$ such that $\nabla_{L^{\prime}}\left(\sqrt{\omega^{\prime}}\right) \neq 0$ and $\frac{\partial \nabla_{L}}{\partial t_{1}}\left(1, \sqrt{\omega^{\prime}}\right) \neq 0$.
In the non-algebraically split case (case 1 in Theorem 1.6), the inequality implies a good upper bound on the difference of the two limits (see Corollary 5.19 and Remark 5.19). However, since it does not distinguish these two (possibly different) limits, it does not allow for a good estimation of each of these limits, especially if the linking numbers are large.

To address this issue, we have also attacked this question via a totally different approach, namely coming back to the original definition of the signature and nullity via C-complexes: this is the subject of Section 3, and of the upcoming PhD Thesis of the second author [27].

To put it briefly, the strategy is the same as the one of the classical proof that the limit $\lim _{\omega \rightarrow 1^{ \pm}} \sigma_{K}(\omega)$ vanishes if $K$ is a knot: first conjugate the Hermitian matrix $H(\omega)$ by a suitable diagonal matrix, and then estimate the difference between the limit of its signature and the signature of its limit. The result can be phrased as follows, see Theorem 3.1 and its addendum for the full statement.

Theorem 1.8. For any $\mu$-component link $L=L_{1} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ and any $\omega^{\prime} \in\left(S^{1} \backslash\{1\}\right)^{\mu-1}$, we have

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right) \mp \rho_{\ell}\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)+\tau_{\ell}\left(\omega^{\prime}\right)-\operatorname{rank} A(L)
$$

where $A(L)$ is the multivariable Alexander module of $L$, while

$$
\tau_{\ell}\left(\omega^{\prime}\right)= \begin{cases}1 & \text { if } \omega_{2}^{\operatorname{lk}\left(L_{1}, L_{2}\right)} \cdots \omega_{\mu}^{\operatorname{lk}\left(L_{1}, L_{\mu}\right)}=1 \\ 0 & \text { else },\end{cases}
$$

and $\rho_{\ell}:\left(S^{1} \backslash\{1\}\right)^{\mu-1} \rightarrow \mathbb{Z}$ is an explicit function which only depends on $\left\{\operatorname{lk}\left(L_{1}, L_{j}\right)\right\}_{j \geq 2}$.
This leads in particular to the following result (Corollary 5.5).
Corollary 1.9. If $L=L_{1} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ is a $\mu$-component link, then we have

$$
\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right) \pm \rho_{\ell}\left(\omega^{\prime}\right)
$$

for all $\omega^{\prime} \in\left(S^{1} \backslash\{1\}\right)^{\mu-1}$ such that $\Delta_{L}\left(1, \omega^{\prime}\right) \neq 0$.
A remarkable fact, discussed in Section 5.5, is that the two approaches described above are complementary. Indeed, in the algebraically split case, the four-dimensional approach is very powerful and the three-dimensional one less so. On the other hand, the bigger the linking numbers, the more the 4D approach looses efficiency and the 3D approach gains power. It is quite amusing to note that in case of total linking number $\left|\operatorname{lk}\left(L_{1}, L_{2}\right)\right|+\cdots+\left|\operatorname{lk}\left(L_{1}, L_{\mu}\right)\right|=1$, the two approaches give exactly the same estimate on the limit of the signature.

Organisation of the article. Section 2 deals with the definition of the main objects of interest in this work; in particular, the three and four-dimensional definitions of the signature and nullity are recalled in Sections 2.2 and 2.3, together with Novikov-Wall theorem in Section 2.4. The first original results appear in Section 2.5, namely technical lemmas on plumbed three-manifolds, whose proofs are provided in Appendix A.

Section 3 contains the results of the three-dimensional approach to Question 3, and can be read independently from the rest of the article (apart from Section 2.2). More precisely, Section 3.1 contains the statement of Theorem 1.8 together with its consequences, including Corollary 1.9, while Section 3.2 deals with the proof of this theorem.

In Section 4, we address Questions 1 and 2 above. Indeed, we start in Section 4.1 by constructing the extension of the signature and nullity functions to the full torus. Then, in Sections 4.2 and 4.3, we prove our Torres-type formulas for these extended signatures and nullity, in particular Theorem 1.5.

Finally, in Section 5, we present the four-dimensional approach to Question 3. We start in Section 5.1 by stating some preliminary lemmas, whose proofs are given in Appendix B. The LevineTristram signature is studied in Section 5.2, proving Theorem 1.1, and limits of multivariable signatures with all variables tending to 1 in Section 5.3. More general limits are considered in Section 5.4, including the proofs of Theorem 1.8 and of Corollaries 1.7 and 1.2. Finally, Section 5.5 contains a discussion of the comparison of the three and four-dimensional approaches.
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Figure 1. A clasp intersection.

## 2. Background and preliminaries

This section deals with the definition of the main objects of study together with several preliminary lemmas. More precisely, we start in Section 2.1 by recalling the definition of the signature and nullity of a Hermitian matrix, and prove an elementary but crucial lemma. In Section 2.2, we review the three-dimensional definition of the signature and nullity via C-complexes. In Section 2.3 , we then briefly explain the four-dimensional viewpoint on these invariants, and recall the Novikov-Wall theorem in Section 2.4. Finally, Section 2.5 contains several technical lemmas on plumbed three-manifolds, whose proofs are deferred to Appendix A.
2.1. Limits of signatures for Hermitian matrices. Recall that a complex-valued square matrix $H$ is said to be Hermitian if it coincides with its conjugate transpose $H^{*}$.

By the spectral theorem, such a matrix can be diagonalized (by a unitary matrix), and the resulting diagonal matrix has real coefficients. As a consequence, the eigenvalues of $H$ are real, and one defines the signature of $H$ as the integer $\sigma(H) \in \mathbb{Z}$ given by the number of positive eigenvalues of $H$ minus the number of negative eigenvalues. The nullity of $H$ is defined as the non-negative integer $\eta(H) \in \mathbb{Z}_{\geq 0}$ equal to the number of vanishing eigenvalues of $H$.

Many of our results are based on the following elementary but crucial lemma, whose easy proof we include for completeness.
Lemma 2.1. Let $(H(t))_{t \geq 0}$ be a continuous one-parameter family of Hermitian matrices. Then

$$
\left|\lim _{t \rightarrow 0^{+}} \sigma(H(t))-\sigma(H(0))\right| \leq \eta(H(0))-\lim _{t \rightarrow 0^{+}} \eta(H(t)) .
$$

Proof. By continuity, there exists some $\epsilon>0$ such that $\operatorname{rank}(H(t))$ is constant for $t \in(0, \epsilon)$. As a consequence, both $\sigma(H(t))$ and $\eta(H(t))$ are constant for $t \in(0, \epsilon)$. At $t=0$, precisely $\eta(H(0))-$ $\lim _{t \rightarrow 0^{+}} \eta(H(t))$ eigenvalues vanish, yielding the expected upper bound on the difference of signatures.
2.2. Signature and nullity via C-complexes. The aim of this section is to briefly recall the original definition of the signature and nullity of a colored link, following [9, 4].

Definition 2.2. A $C$-complex for a $\mu$-colored link $L=L_{1} \cup \cdots \cup L_{\mu}$ is a union $S=S_{1} \cup \cdots \cup S_{\mu}$ of surfaces embedded in $S^{3}$ such that $S$ is connected and satisfies the following conditions:

1. for all $i$, the surface $S_{i}$ is a connected Seifert surface for $L_{i}$;
2. for all $i \neq j$, the surfaces $S_{i}$ and $S_{j}$ are either disjoint or intersect in a finite number of clasps, see Figure 1;
3. for all $i, j, k$ pairwise distinct, the intersection $S_{i} \cap S_{j} \cap S_{k}$ is empty.

Such a C-complex is said to be totally connected if $S_{i} \cap S_{j}$ is non-empty for all $i \neq j$.
The existence of a (totally connected) C-complex for any given colored link is fairly easy to establish, see [2]. On the other hand, the corresponding notion of S-equivalence is more difficult to establish, and the correct version appeared only recently [10].

These C-complexes, which should be thought of as generalized Seifert surfaces, allow to define generalized Seifert forms as follows. For any choice of signs $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{\mu}\right) \in\{ \pm 1\}^{\mu}$, let

$$
\alpha^{\varepsilon}: H_{1}(S) \times H_{1}(S) \longrightarrow \mathbb{Z}
$$

be the bilinear form given by $\alpha^{\varepsilon}(x, y)=\operatorname{lk}\left(x^{\varepsilon}, y\right)$, where $x^{\varepsilon}$ denotes a well-chosen representative of the homology class $x \in H_{1}(S)$ pushed-off $S_{i}$ in the $\varepsilon_{i}$-normal direction (see [4] for a more precise


Figure 2. The link $L(k)$, together with an associated C-complex, in the case $k=2$.
definition). We denote by $A^{\varepsilon}$ the corresponding generalized Seifert matrices, defined with respect to a fix basis of $H_{1}(S)$.

Consider an element $\omega=\left(\omega_{1}, \ldots, \omega_{\mu}\right)$ of $\mathbb{T}_{*}^{\mu}:=\left(S^{1} \backslash\{1\}\right)^{\mu}$, and set

$$
H(\omega):=\sum_{\varepsilon} \prod_{j=1}^{\mu}\left(1-\bar{\omega}_{j}^{\varepsilon_{j}}\right) A^{\varepsilon}
$$

Using the identity $A^{-\varepsilon}=\left(A^{\varepsilon}\right)^{T}$, one easily checks that $H(\omega)$ is a Hermitian matrix, and hence admits a well-defined signature $\sigma(H(\omega)) \in \mathbb{Z}$ and nullity $\eta(H(\omega)) \in \mathbb{Z}_{\geq 0}$.

Definition 2.3. The signature and nullity of the $\mu$-colored link $L$ are the functions

$$
\sigma_{L}, \eta_{L}: \mathbb{T}_{*}^{\mu} \longrightarrow \mathbb{Z}
$$

defined by $\sigma_{L}(\omega):=\sigma(H(\omega))$ and $\eta_{L}(\omega):=\eta(H(\omega))$, respectively.
The fact that these functions are well-defined invariants, i.e. do not depend on the choice of the C-complex $S$ for $L$, relies on the aforementioned notion of S-equivalence [4, 10].

Note that for any given colored link, it is not difficult to find a C-complex and to compute the associated generalized Seifert matrices: an algorithm has even been recently implemented in [12].

We now present two (infinite families of) examples that will serve as running examples throughout this article.

Example 2.4. For any $k \in \mathbb{Z}$, consider the twist link $L(k)$ depicted in the left of Figure 2, where the bottom part consists of $|k|$ full twists of the same sign as $k$. For example, the value $k=0$ yields the trivial link, while $k= \pm 1$ yields Whitehead links and $L(2)$ is given in Figure 2.

On the right of this figure, a C-complex is given, which has the homotopy type of a circle. As one easily checks, the corresponding generalized Seifert matrices are all equal to $A^{\varepsilon}=(k)$, leading to the Hermitian matrix

$$
H\left(\omega_{1}, \omega_{2}\right)=k\left(1-\bar{\omega}_{1}\right)\left(1-\bar{\omega}_{2}\right)\left(1-\omega_{1}\right)\left(1-\omega_{2}\right)=k\left|1-\omega_{1}\right|^{2}\left|1-\omega_{2}\right|^{2}
$$

and to the constant functions on $\mathbb{T}_{*}^{2}$ given by

$$
\sigma_{L(k)} \equiv \operatorname{sgn}(k)=\left\{\begin{array}{ll}
-1 & \text { if } k<0 ; \\
0 & \text { if } k=0 ; \\
1 & \text { if } k>0,
\end{array} \quad \text { and } \quad \eta_{L(k)} \equiv \delta_{k 0}= \begin{cases}1 & \text { if } k=0 \\
0 & \text { else }\end{cases}\right.
$$

As a remark that will be used later, note that these generalized Seifert matrices also enable to compute the Conway function of $L(k)$ via the main result of [2]. In these examples, we find

$$
\begin{equation*}
\nabla_{L(k)}\left(t_{1}, t_{2}\right)=k\left(t_{1}-t_{1}^{-1}\right)\left(t_{2}-t_{2}^{-1}\right) . \tag{4}
\end{equation*}
$$

Example 2.5. For any $\ell \in \mathbb{Z}$, let $T(2,2 \ell)$ denote the torus link depicted in the left of Figure 3.
First note that for $\ell=0$, the link $T(2,2 \ell)$ is just the 2 -components unlink whose signature is identically 0 and whose nullity is identically 1 . Therefore, we can assume that $\ell$ does not vanish. In that case, a natural C-complex $S$ is illustrated in the right of Figure 3. The corresponding generalized Seifert matrices, with respect to the natural basis of $H_{1}(S)$ given by cycles passing


Figure 3. The link $T(2,2 \ell)$ (here with $\ell=3$ ) together with an associated C-complex.
through adjacent clasps, are given by $A^{++}=-\operatorname{sgn}(\ell) T_{\ell}=\left(A^{--}\right)^{T}$, where $T_{\ell}$ is the $(|\ell|-1) \times(|\ell|-1)$ matrix

$$
T_{\ell}=\left[\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
1 & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 1 & 1
\end{array}\right]
$$

and $A^{+-}=A^{-+}=0$. Without loss of generality, we can now assume that $\ell$ is positive. Hence, $\sigma_{T(2,2 \ell)}\left(\omega_{1}, \omega_{2}\right)$ and $\eta_{T(2,2 \ell)}\left(\omega_{1}, \omega_{2}\right)$ are the signature and nullity of the matrix

$$
H\left(\omega_{1}, \omega_{2}\right)=\left(1-\bar{\omega}_{1}\right)\left(1-\bar{\omega}_{2}\right)\left(-T_{\ell}\right)+\left(1-\omega_{1}\right)\left(1-\omega_{2}\right)\left(-T_{\ell}\right)^{T}=\left[\begin{array}{cccc}
a & b & \ldots & 0 \\
\bar{b} & a & \ddots & \vdots \\
\vdots & \ddots & \ddots & b \\
0 & \ldots & \bar{b} & a
\end{array}\right]
$$

where $a=-\left(1-\bar{\omega}_{1}\right)\left(1-\bar{\omega}_{2}\right)\left(1+\omega_{1} \omega_{2}\right)$ and $b=-\left(1-\omega_{1}\right)\left(1-\omega_{2}\right)$.
The eigenvalues of such a matrix are known to be the roots of the second type Chebyshev polynomial [21, Theorem 2.2], and are given by
$a-2|b| \cos \left(\frac{k \pi}{\ell}\right)=-\left(1-\bar{\omega}_{1}\right)\left(1-\bar{\omega}_{2}\right)\left(1+\omega_{1} \omega_{2}\right)-2\left|1-\omega_{1}\right|\left|1-\omega_{2}\right| \cos \left(\frac{k \pi}{\ell}\right), \quad k=1, \ldots, \ell-1$.
Writing $\omega_{j}=e^{2 \pi i \theta_{j}}$ with $\theta_{j} \in(0,1)$ and using the identity $1-\omega_{j}=-2 i \sin \left(\pi \theta_{j}\right) e^{i \pi \theta_{j}}$, these eigenvalues can be expressed as the positive factor $8 \sin \left(\pi \theta_{1}\right) \sin \left(\pi \theta_{2}\right)$ multiplied by

$$
\cos \left(\pi\left(\theta_{1}+\theta_{2}\right)\right)-\cos \left(\frac{k \pi}{\ell}\right), \quad k=1, \ldots, \ell-1
$$

Note that this expression is negative for $\theta_{1}+\theta_{2} \in\left(\frac{k}{\ell}, 2-\frac{k}{\ell}\right)$, it vanishes for $\theta_{1}+\theta_{2} \in\left\{\frac{k}{\ell}, 2-\frac{k}{\ell}\right\}$, and it is positive otherwise.

This leads to the following formulas, valid for any $\ell \in \mathbb{Z}$. Writing $\omega_{1}=e^{2 \pi i \theta_{1}}$ and $\omega_{2}=e^{2 \pi i \theta_{2}}$ with $\theta_{1}, \theta_{1} \in(0,1)$, we have

$$
\begin{equation*}
\sigma_{T(2,2 \ell)}\left(\omega_{1}, \omega_{2}\right)=\operatorname{sgn}(\ell) \cdot f_{|\ell|}\left(\theta_{1}+\theta_{2}\right) \tag{5}
\end{equation*}
$$

where $f_{n}:(0,2) \rightarrow \mathbb{Z}$ is determined by $f_{n}(2-\theta)=f_{n}(\theta)$ and

$$
f_{n}(\theta)= \begin{cases}n-2 k-1 & \text { if } \frac{k}{n}<\theta<\frac{k+1}{n} \text { with } k=0, \ldots, n-1 \\ n-2 k & \text { if } \theta=\frac{k}{n} \text { with } k=1, \ldots, n-1 \\ 1-n & \text { if } \theta=1\end{cases}
$$

Furthermore, the nullity is equal to

$$
\eta_{T(2,2 \ell)}\left(\omega_{1}, \omega_{2}\right)= \begin{cases}1 & \text { if }\left(\omega_{1} \omega_{2}\right)^{\ell}=1 \text { and } \omega_{1} \omega_{2} \neq 1 \\ 0 & \text { else }\end{cases}
$$

The example $\ell=3$ is illustrated in Figure 4.
Note that these results can also be obtained from the Levine-Tristram signature and nullity of $T(2,2 \ell)$ together with Equation (2) and the fact that $\sigma_{T(2,2 \ell)}$ is locally constant on the complement of the zeros of the Alexander polynomial $\frac{\left(t_{1} t_{2}\right)^{\ell}-1}{t_{1} t_{2}-1}$.


Figure 4. The values of $\sigma_{L}$ for $L=T(2,2 \ell)$ with $\ell=3$, on the open torus $\mathbb{T}_{*}^{2} \simeq(0,1)^{2}$. The function $\eta_{L}$ is equal to 1 on the diagonals, and vanishes everywhere else.

We will make use of the following result, which is a direct consequence of [4, Corollary 4.2].
Lemma 2.6. Let $L$ be a $\mu$-colored link. If $\omega \in \mathbb{T}_{*}^{\mu-1}$ is such that $\Delta_{L}(\omega) \neq 0$, then $\eta_{L}(\omega)$ vanishes.
Note that when a variable $\omega_{j}$ is equal to 1 , then the full matrix $H(\omega)$ vanishes, leading to a vanishing signature and ill-defined nullity. One of our achievements will be to provide a natural extension of these functions to the full torus, see Section 4.1 below. This uses an alternative point of view on the signature and nullity, that we now review.
2.3. Signature and nullity via twisted intersection forms. We now briefly recall the fourdimensional viewpoint on the signature and nullity, following [8] and referring to Section B. 1 for details.

We first need to make a small detour into homological algebra. Le $X$ be a connected CWcomplex endowed with a homomorphism $\pi_{1}(X) \rightarrow \mathbb{Z}^{\mu}=\mathbb{Z} t_{1} \oplus \ldots \mathbb{Z} t_{\mu}$ for some $\mu \geq 1$. Then, any $\omega=\left(\omega_{1}, \ldots, \omega_{\mu}\right) \in \mathbb{T}^{\mu}$ induces a group homomorphism $\pi_{1}(X) \rightarrow \mathbb{C}^{*}$ by mapping $t_{i}$ to $\omega_{i}$. This in turn extends to a ring homomorphism $\phi_{\omega}: \mathbb{Z}\left[\pi_{1}(X)\right] \rightarrow \mathbb{C}$ such that $\phi_{\omega}\left(g^{-1}\right)=\overline{\phi_{\omega}(g)}$ for all $g \in \pi_{1}(X)$, thus endowing the field $\mathbb{C}$ with a structure of right-module over the group ring $\mathbb{Z}\left[\pi_{1}(X)\right]$; we denote this module by $\mathbb{C}^{\omega}$. The cellular chain complex $C(\widetilde{X})$ of the universal cover $\tilde{X}$ of $X$ being a left module over this same ring, one can consider the complex vector spaces

$$
H_{*}\left(X ; \mathbb{C}^{\omega}\right):=H_{*}\left(\mathbb{C}^{\omega} \otimes_{\mathbb{Z}\left[\pi_{1}(X)\right]} C(\tilde{X})\right)
$$

This is one example of a construction known as the homology of $X$ with twisted coefficients, see Section B.1.

Coming back to low-dimensional topology, let us consider a compact oriented 4-manifold $W$ endowed with a homomorphism $\pi_{1}(W) \rightarrow \mathbb{Z}^{\mu}$. As explained in Section B.1, one can define a twisted intersection pairing

$$
Q_{\omega}: H_{2}\left(W ; \mathbb{C}^{\omega}\right) \times H_{2}\left(W ; \mathbb{C}^{\omega}\right) \longrightarrow \mathbb{C}
$$

that is Hermitian, so one can consider the associated signature and nullity

$$
\sigma_{\omega}(W):=\sigma\left(Q_{\omega}\right), \quad \eta_{\omega}(W):=\eta\left(Q_{\omega}\right) .
$$

We are finally ready to come back to knots and links. Let $L=L_{1} \cup \cdots \cup L_{\mu}$ be a colored link in $S^{3}$. A bounding surface for $L$ is a union $F=F_{1} \cup \cdots \cup F_{\mu}$ of properly embedded, locally flat, compact, connected oriented surfaces $F_{i} \subset B^{4}$ which only intersect each other transversally (in double points), and such that the oriented boundary $\partial F_{i}$ is equal to $L_{i}$. These surfaces being locally flat, they admit tubular neighborhoods whose union we denote by $\nu(F)$. Also, let us write $V_{F}$ for the exterior $B^{4} \backslash \nu(F)$ of $F$ in $B^{4}$, which intersects $S^{3}=\partial B^{4}$ in the exterior $X_{L}:=S^{3} \backslash \nu(L)$ of $L$ in $S^{3}$.

As one easily shows, the abelian group $H_{1}\left(V_{F} ; \mathbb{Z}\right)$ is freely generated by the meridians of the surfaces $F_{1}, \ldots, F_{\mu}$, and the inclusion induced homomorphism $H_{1}\left(X_{L} ; \mathbb{Z}\right) \rightarrow H_{1}\left(V_{F} ; \mathbb{Z}\right)$ is an isomorphism. As a consequence, we can apply the above technology to these spaces, yielding in particular a complex vector space $H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)$ and a $\mathbb{C}^{\omega}$-twisted intersection pairing $Q_{\omega}$ on $H_{2}\left(V_{F} ; \mathbb{C}^{\omega}\right)$ for any $\omega \in \mathbb{T}^{\mu}$.

The following result is due to [8], see also [4, 6]. It provides the promised four-dimensional viewpoint on the signature and nullity of a colored link.


Figure 5. The setting of the Novikov-Wall theorem.

Proposition $2.7([8])$. For any $\omega \in \mathbb{T}_{*}^{\mu}$ and any bounding surface $F$ for $L$, we have

$$
\sigma_{L}(\omega)=\sigma_{\omega}\left(V_{F}\right) \quad \text { and } \quad \eta_{L}(\omega)=\operatorname{dim} H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right) .
$$

It is this point of view on the signature and nullity that we will use in Sections 4 and 5 .
2.4. The Novikov-Wall theorem. The goal of this section is to recall as briefly as possible the statement of the Novikov-Wall theorem, which plays an important role in this work.

Let $Y$ be an oriented compact 4-manifold and let $X_{0}$ be an oriented compact 3-manifold embedded into $Y$ so that $\partial X_{0}=X_{0} \cap \partial Y$. Assume that $X_{0}$ splits $Y$ into two manifolds $Y_{-}$and $Y_{+}$, with $Y_{-}$such that the induced orientation on its boundary restricted to $X_{0} \subset \partial Y_{-}$coincides with the given orientation of $X_{0}$. For $\varepsilon= \pm$, denote by $X_{\varepsilon}$ the compact 3-manifold $\partial Y_{\varepsilon} \backslash \operatorname{Int}\left(X_{0}\right)$, and orient it so that $\partial Y_{-}=\left(-X_{-}\right) \cup X_{0}$ and $\partial Y_{+}=\left(-X_{0}\right) \cup X_{+}$. Note that the orientations of $X_{0}, X_{-}$ and $X_{+}$induce the same orientation on the surface $\Sigma:=\partial X_{0}=\partial X_{-}=\partial X_{+}$, as illustrated in Figure 5.

Assume further that $Y$ is endowed with a homomorphism $\psi: \pi_{1}(Y) \rightarrow \mathbb{Z}^{\mu}$ for some $\mu \geq 1$. As described in Section 2.3, any $\omega \in \mathbb{T}^{\mu}$ then induces twisted coefficients $\mathbb{C}^{\omega}$ on the homology of $Y$. Precomposing $\psi$ with inclusion induced homomorphisms, we also obtain twisted coefficients on the homology of submanifolds of $Y$, coefficients that we also denote by $\mathbb{C}^{\omega}$. Note that the twisted intersection form on $H:=H_{1}\left(\Sigma ; \mathbb{C}^{\omega}\right)$ is skew-Hermitian; we denote it by $(a, b) \mapsto a \cdot b$. Using Poincaré-Lefschetz duality, one checks that for any $\varepsilon \in\{-, 0,+\}$, the kernel $\mathcal{L}_{\varepsilon}$ of the inclusioninduced map $H \rightarrow H_{1}\left(X_{\varepsilon} ; \mathbb{C}^{\omega}\right)$ is a Lagrangian subspace of $(H, \cdot)$.

Given three Lagrangian subspaces $\mathcal{L}_{-}, \mathcal{L}_{0}, \mathcal{L}_{+}$of a finite-dimensional complex vector space $H$ endowed with a skew-Hermitian form $(a, b) \mapsto a \cdot b$, the associated Maslov index is the integer

$$
\operatorname{Maslov}\left(\mathcal{L}_{-}, \mathcal{L}_{0}, \mathcal{L}_{+}\right)=\sigma(f)
$$

where $f$ is the Hermitian form on $\left(\mathcal{L}_{-}+\mathcal{L}_{0}\right) \cap \mathcal{L}_{+}$defined as follows. Given $a, b \in\left(\mathcal{L}_{-}+\mathcal{L}_{0}\right) \cap \mathcal{L}_{+}$, write $a=a_{-}+a_{0}$ with $a_{-} \in \mathcal{L}_{-}$and $a_{0} \in \mathcal{L}_{0}$ and set $f(a, b):=a_{0} \cdot b$.

Theorem 2.8 ([41]). In the setting above and for any $\omega \in \mathbb{T}^{\mu}$, we have

$$
\sigma_{\omega}(Y)=\sigma_{\omega}\left(Y_{-}\right)+\sigma_{\omega}\left(Y_{+}\right)+\operatorname{Maslov}\left(\mathcal{L}_{-}, \mathcal{L}_{0}, \mathcal{L}_{+}\right)
$$

Remark 2.9. 1. This result was originally stated and proved by Wall [41] in the untwisted case, but the proof easily extends.
2. The version above follows the convention of [38, Chapter IV.3], which yields a Maslov index equal to the opposite of the one appearing in [41]. This discrepancy is compensated by a minus sign in the non-additivity theorem of [41] which does not appear in Theorem 2.8.
3. We have implicitly been using the "outward vector first" convention for the induced orientation on the boundary of a manifold: this is necessary to obtain coincidence between the three and four-dimensional versions of the signatures (Proposition 2.7). Another tacit convention is that the oriented meridian $m_{K}$ of an oriented knot $K$ should satisfy $\operatorname{lk}\left(K, m_{K}\right)=1$; note that the sign of this linking number, and therefore the orientation of the meridian, depends on the orientation of the ambient 3 -manifold. Finally, the longitude $\ell_{K}$ of the oriented $K$ should obviously define the same generator of $H_{1}(\nu(K))$ as $K$. Assembling together these conventions, we obtain that the orientation of $\partial \nu(K)$ induced by the orientation of $X_{K}$ is such that the intersection form on $\partial \nu(K)$ satisfied $m_{K} \cdot \ell_{K}=-1$.
2.5. Plumbed three-manifolds. The aim of this section is to state several lemmas about plumbed three-manifolds, that will play a crucial role in this article. The proofs being rather lenghty and technical, they are deferred to Appendix A.

We start by recalling the definition of these manifolds, following and slightly extending the presentation of [8, Section 4.2].

Let $\Gamma=(V, E)$ be a finite unoriented graph. Following the classical textbook [33], we write $E$ for the set of oriented edges, and $s, t: E \rightarrow V$ for the source and target maps, respectively. The graph is unoriented in the sense that the set $E$ is endowed with an involution $e \mapsto \bar{e}$ such that $\bar{e} \neq e$ and $s(\bar{e})=t(e)$ for all $e \in E$. We call such a graph $\Gamma$ a plumbing graph if it has no loop (i.e. no edge $e \in E$ such that $s(e)=t(e))$ and if it is endowed with the following decorations.

- Each vertex $v \in V$ is decorated by a compact, oriented, possibly disconnected surface $F_{v}$, possibly with boundary.
- Each edge $e \in E$ is labeled by a $\operatorname{sign} \varepsilon(e)= \pm 1$ such that $\varepsilon(\bar{e})=\varepsilon(e)$, and comes with the specification of a connected component of $F_{s(e)}$.
Such a plumbing graph $\Gamma$ determines an oriented 3-dimensional manifold $P(\Gamma)$ via the following construction. For each oriented edge $e \in E$, we choose an embedded open disk $D_{e}$ in the corresponding connected component of $F_{s(e)}$ so that the disks $\left\{D_{e}\right\}_{e \in E}$ are disjoint. For each $v \in V$, we then set

$$
F_{v}^{\circ}:=F_{v} \backslash \bigsqcup_{s(e)=v} D_{e}
$$

The associated plumbed 3-manifold is defined as

$$
P(\Gamma):=\left(\bigsqcup_{v \in V} F_{v}^{\circ} \times S^{1}\right) / \sim
$$

where each pair of edges $e, \bar{e} \in E$ yields the following identification of $F_{s(e)}^{\circ} \times S^{1}$ and $F_{s(\bar{e})}^{\circ} \times S^{1}$ along one of their boundary components:

$$
\begin{aligned}
\left(-\partial D_{e}\right) \times S^{1} & \longrightarrow\left(-\partial D_{\bar{e}}\right) \times S^{1} \\
(x, y) & \longmapsto\left(y^{\varepsilon(e)}, x^{\varepsilon(e)}\right) .
\end{aligned}
$$

Note that since these homeomorphisms reverse the orientation, the resulting 3-manifold $P(\Gamma)$ is endowed with an orientation which extends the orientation of each $F_{v}^{\circ} \times S^{1}$. Note also that the boundary of $P(\Gamma)$ consists of one torus for each boundary component of $\bigsqcup_{v \in V} F_{v}$.

So, let $\Gamma$ be an arbitrary plumbing graph, with edge set $E$ and vertices decorated by possibly disconnected surfaces $F_{1}, \ldots, F_{\mu}$, and let $P(\Gamma)$ be the associated plumbed 3-manifold. Assume it is endowed with a homomorphism $\varphi: H_{1}(P(\Gamma)) \rightarrow \mathbb{Z} t_{1} \oplus \cdots \oplus \mathbb{Z} t_{\mu}$ that is meridional, i.e. for any point $p \in F_{i}$ the class $m_{i}=\left[\{p\} \times S^{1}\right]$ gets sent to $t_{i}$. Finally, let us fix $\omega=\left(1, \omega^{\prime}\right) \in \mathbb{T}^{\mu}$ with $\omega^{\prime} \in$ $\mathbb{T}_{*}^{\mu-1}$ and denote by $\Phi: H_{1}(P(\Gamma)) \rightarrow \mathbb{C}^{*}$ the composition of $\varphi$ with the homomorphism $\mathbb{Z}^{\mu} \rightarrow \mathbb{C}^{*}$ determined by $t_{i} \mapsto w_{i}$.

Consider the set

$$
\mathcal{K}_{1}:=\left\{K \subset \partial F_{1} \mid \Phi([K])=1\right\}
$$

of boundary components of $F_{1}$ mapped to 1 by $\Phi$. Writing $F_{1}=\bigsqcup_{j} F_{1, j}$ for the connected components of $F_{1}$, we get a corresponding decomposition $\mathcal{K}_{1}=\bigsqcup_{j} \mathcal{K}_{1, j}$ of these boundary components. Finally, for any $K \in \mathcal{K}_{1}$, we denote by $m_{K} \in H_{1}\left(\partial P(\Gamma) ; \mathbb{C}^{\omega}\right)$ the class of the corresponding meridian.

Lemma 2.10. The kernel of the inclusion induced map $H_{1}\left(\partial P(\Gamma) ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(P(\Gamma) ; \mathbb{C}^{\omega}\right)$ is $\left|\mathcal{K}_{1}\right|-$ dimensional, freely generated by the union of:

- for each $j$ such that $\Phi\left(H_{1}\left(F_{1, j}^{\circ}\right)\right) \neq\{1\}$, the set $\left\{m_{K} \mid K \in \mathcal{K}_{1, j}\right\}$;
- for each $j$ such that $\Phi\left(H_{1}\left(F_{1, j}^{\circ}\right)\right)=\{1\}$, the set $\left\{\partial F_{1, j}\right\} \cup\left\{m_{K}-m_{K_{0}} \mid K \in \mathcal{K}_{1, j} \backslash\left\{K_{0}\right\}\right\}$, where $K_{0}$ is any fixed element of $\mathcal{K}_{1, j}$.

See Appendix A for the proof.

Recall that a $\mathbb{Z}^{\mu}$-manifold (with boundary) is a pair $(M, f)$, where $M$ is a compact manifold (with boundary) and $f: \pi_{1}(M) \rightarrow \mathbb{Z}^{\mu}$ is a homomorphism. Suppose that $W_{1}, W_{2}$ are $n$-dimensional, compact, connected $\mathbb{Z}^{\mu}$-manifolds with connected boundary $\partial W_{1} \cong \partial W_{2}$. We say that an $(n+1)$ dimensional compact $\mathbb{Z}^{\mu}$-manifold $(U, f)$ is a $\mathbb{Z}^{\mu}$-bordism rel boundary from $W_{1}$ to $W_{2}$, if $\partial U=$ $W_{1} \cup_{\partial}-W_{2}$ and the homomorphisms $\pi_{1}\left(W_{i}\right) \rightarrow \mathbb{Z}^{\mu}$ factor through $f: \pi_{1}(U) \rightarrow \mathbb{Z}^{\mu}$. In particular, we say that a closed $\mathbb{Z}^{\mu}$-manifold bounds over $\mathbb{Z}^{\mu}$, if it is $\mathbb{Z}^{\mu}$-bordant to the empty manifold.

We will need the following generalization of [8, Lemma 4.9]. Following their terminology, we call a plumbing graph balanced if for any pair of vertices $v, w \in V$, we have $\sum_{e=(v, w)} \varepsilon(e)=0$, where the sum is over the set of edges $e \in E$ with $s(e)=v$ and $t(e)=w$.

Lemma 2.11. Suppose that $G=(V, E)$ is a balanced plumbing graph on $\mu$ vertices, which are decorated with closed connected surfaces. Consider the plumbed $\mathbb{Z}^{\mu}$-manifold $(P(G), \psi)$, where $\psi$ is meridonal. Suppose that for every vertex $i \in V$ there exists a collection of curves in $F_{i}^{\circ}$

$$
L_{F_{i}}=\left\{\eta_{1, i}, \eta_{2, i}, \ldots, \eta_{g_{i}, i}\right\}
$$

where $g_{i}$ denotes the genus of $F_{i}$, with the following properties.

1. The image of $L_{F_{i}}$ under the inclusion-induced map $H_{1}\left(F_{i}^{\circ}\right) \rightarrow H_{1}\left(F_{i}\right)$ forms a Lagrangian half-basis.
2. Each curve in $L_{F_{i}}$ is mapped to zero by the composition $H_{1}\left(F_{i}^{\circ}\right) \rightarrow H_{1}(P(G)) \xrightarrow{\psi} \mathbb{Z}^{\mu}$.

Then, $P(G)$ bounds a 4-manifold $Z$ over $\mathbb{Z}^{\mu}$ such that $\sigma(Z)=0$ and $\sigma_{\omega}(Z)=0$ for all $\omega \in \mathbb{T}^{\mu}$ such that at most one coordinate is equal to 1 . Furthermore, if $P(G)$ is connected, then so is $Z$.

Once again, we refer the reader to Appendix A for the proof of this result, as well as of the following corollary.

Corollary 2.12. Let $Z$ be as in Lemma 2.11 and assume that it is connected. Then $Z$ is $\mathbb{Z}^{\mu}{ }_{-}$ bordant, rel boundary, to a compact connected oriented $\mathbb{Z}^{\mu}$-manifold $(Y, f)$ such that $\pi_{1}(Y)=\mathbb{Z}^{\mu}, f$ is an isomorphism, $\sigma(Y)=0$ and $\sigma_{\omega}(Y)=0$ for all $\omega \in \mathbb{T}^{\mu}$ with at most one coordinate equal to 1 .

## 3. Limits of signatures: the 3D approach

The purpose of this section is to evaluate the limits of multivariable signatures using their definition via C-complexes described in Section 2.2. More precisely, we start in Section 3.1 by the statement of the results, together with examples and consequences. The proof of the main theorem is given in Section 3.2.
3.1. Main result and consequences. Throughout this section, we assume for simplicity that the colored link $L=L_{1} \cup L_{2} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ is a $\mu$-component link, i.e. that each sublink $L_{i}$ is a knot. Note however that we expect our methods to extend to the case of an arbitrary colored link, see in particular Remark 5.10.

We shall adopt the notation $\ell_{j}:=1 \mathrm{k}\left(L_{1}, L_{j}\right)$ together with $s_{j}:=\operatorname{sgn}\left(\ell_{j}\right)$ for $2 \leq j \leq \mu$, and $|\ell|:=\left|\ell_{2}\right|+\cdots+\left|\ell_{\mu}\right|$. Also, we write $\rho: \mathbb{T}^{2} \rightarrow\{-1,0,1\}$ for the symmetric function defined by

$$
\begin{equation*}
\rho\left(z_{1}, z_{2}\right):=\operatorname{sgn}\left[i\left(z_{1} z_{2}-1\right)\left(\bar{z}_{1}-1\right)\left(\bar{z}_{2}-1\right)\right] \tag{6}
\end{equation*}
$$

for $z_{1}, z_{2} \in S^{1}$, whose graph is sketched in Figure 6. Note that $i\left(z_{1} z_{2}-1\right)\left(\bar{z}_{1}-1\right)\left(\bar{z}_{2}-1\right)$ is real for all $z_{1}, z_{2} \in S^{1}$, so its sign $\rho\left(z_{1}, z_{2}\right) \in\{-1,0,1\}$ is well-defined. Moreover, it satisfies the identity $\rho\left(z_{1}, z_{2}\right)=-\rho\left(\bar{z}_{1}, \bar{z}_{2}\right)$ for all $\left(z_{1}, z_{2}\right) \in \mathbb{T}^{2}$. This extends to a function $\rho: \mathbb{T}^{n} \rightarrow \mathbb{Z}$ via

$$
\begin{equation*}
\rho\left(z_{1}, \ldots, z_{n}\right):=\sum_{j=1}^{n-1} \rho\left(z_{j}, z_{j+1} \cdots z_{n}\right) . \tag{7}
\end{equation*}
$$

We are now ready to state the main result of this section.
Theorem 3.1. For a $\mu$-component link $L=L_{1} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ and all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, we have

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right) \mp \rho_{\ell}\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)+\tau_{\ell}\left(\omega^{\prime}\right)-\operatorname{rank} A(L),
$$



Figure 6. The values of $\rho$ on $\mathbb{T}^{2}$ represented as a square with opposite sides identified.
where $A(L)$ denotes the multivariable Alexander module of $L$, while $\rho_{\ell}$ and $\tau_{\ell}$ are given by

for $\omega^{\prime}=\left(\omega_{2}, \ldots, \omega_{\mu}\right) \in \mathbb{T}_{*}^{\mu-1}$.
The function $\rho_{\ell}$ can be presented via the closed formula (8), but it also admits the following elementary geometric description.

Addendum. Given any $\ell=\left(\ell_{2}, \ldots, \ell_{\mu}\right) \in \mathbb{Z}^{\mu-1} \backslash\{0\}$, let us denote by $\Sigma_{\ell}$ the hypersurface

$$
\Sigma_{\ell}:=\left\{\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1} \mid \tau_{\ell}\left(\omega^{\prime}\right)=1\right\}=\left\{\left(\omega_{2}, \ldots, \omega_{\mu}\right) \in \mathbb{T}_{*}^{\mu-1} \mid \omega_{2}^{\ell_{2}} \cdots \omega_{\mu}^{\ell_{\mu}}=1\right\}
$$

which consists of $|\ell|-1$ parallel hyperplans. Then, the function $\rho_{\ell}: \mathbb{T}_{*}^{\mu-1} \rightarrow \mathbb{Z}$ is uniquely determined by the following properties:

1. it is constant on the connected components of $\mathbb{T}_{*}^{\mu-1} \backslash \Sigma_{\ell}$ and of $\Sigma_{\ell}$;
2. it takes its maximum value $|\ell|-1$ when $\omega_{j} \rightarrow 1^{s_{j}}$ for all $j$ such that $\ell_{j} \neq 0$;
3. moving away from the component of $\mathbb{T}_{*}^{\mu-1} \backslash \Sigma_{\ell}$ described by the second point above, it jumps by -1 when entering a component of $\Sigma_{\ell}$ and by -1 when exiting it, eventually reaching its minimal value $1-|\ell|$ on the component where $\omega_{j} \rightarrow 1^{-s_{j}}$ for all $j$ such that $\ell_{j} \neq 0$.

We defer the proof of Theorem 3.1 and of its addendum to Section 3.2, and now explore some consequences and examples.
Example 3.2. Let us compute the function $\rho_{\ell}$ in the case $\mu=2$, with linking number $\ell$ of sign $s$, using the formula (8). If $\ell=0$, then $\rho_{\ell}$ is identically zero. For $\ell \neq 0$, we have

$$
\rho_{\ell}(\omega)=\rho(\overbrace{\omega^{s}, \ldots, \omega^{s}}^{|\ell|})=\sum_{j=1}^{|\ell|-1} \rho\left(\omega^{s}, \omega^{s(|\ell|-j)}\right)=s \cdot \sum_{j=1}^{|\ell|-1} \rho\left(\omega, \omega^{j}\right),
$$

where these (empty) sums are understood as vanishing if $|\ell|=1$. Note that $\rho\left(\omega, \omega^{j}\right)$ is determined by the following properties: it vanishes at all $\omega \in S^{1} \backslash\{1\}$ such that $\omega^{j}=1$ or $\omega^{j+1}=1$, is equal to 1 for $\omega \rightarrow 1^{+}$, and alternates sign at each zero. Writing $\omega=\exp (2 \pi i \theta)$ with $\theta \in(0,1)$, this easily leads to

$$
s \cdot \rho_{\ell}(\omega)= \begin{cases}|\ell|-(2 k+1) & \text { if } \frac{k}{|\ell|}<\theta<\frac{k+1}{|\ell|} \text { with } k=0,1, \ldots,|\ell|-1 ;  \tag{9}\\ |\ell|-2 k & \text { if } \theta=\frac{k}{|\ell|} \text { with } k=1,2, \ldots,|\ell|-1 .\end{cases}
$$

As expected, this coincides with the description given in the addendum, where $\Sigma_{\ell}$ consists of the $\ell^{\text {th }}$-roots of unity in $S^{1} \backslash\{1\}$. The graph of $\rho_{\ell}$ is illustrated in Figure 7 (in the case $\ell=5$ ).

Example 3.3. Let us now describe the function $\rho_{\ell}$ in the case $\mu=3$, this time using the addendum, and assuming for definiteness that the linking numbers $\ell_{2}, \ell_{3}$ are non-negative. By definition, the hyperplane $\Sigma_{\ell}$ is given by the restriction to $\mathbb{T}_{*}^{2} \simeq(0,1)^{2}$ of a torus link of type $T\left(\ell_{2}, \ell_{3}\right)$, i.e. $|\ell|-1$ parallel lines of slope $-\ell_{2} / \ell_{3}$ dividing $(0,1)^{2}$ into $|\ell|$ connected components. In the bottom-left corner, $\rho_{\ell}$ takes the value $|\ell|-1$, then $|\ell|-2$ on the adjacent component of $\Sigma_{\ell}$, then $|\ell|-3$ on the next slab, and so on, until it reaches the value $1-|\ell|$ at the top-right corner. The examples $\ell=(2,2)$ and $\ell=(2,3)$ are drawn in Figure 7.

Theorem 3.1 determines the values of the limits $\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}(\omega)$ in the following case.


Figure 7. The graph of $\rho_{\ell}$ for $\ell=5$, for $\ell=(2,2)$ and for $\ell=(2,3)$.

Corollary 3.4. If $L=L_{1} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ is a $\mu$-component link, then we have

$$
\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right) \pm \rho_{\ell}\left(\omega^{\prime}\right)
$$

for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$ such that $\Delta_{L}\left(1, \omega^{\prime}\right) \neq 0$.
Proof. By the Torres formula (3) together with Equation (8) for $\tau_{\ell}$ and Lemma 2.6, the assumption $\Delta_{L}\left(1, \omega^{\prime}\right) \neq 0$ ensures that $\tau_{\ell}\left(\omega^{\prime}\right)$ vanishes as well as $\eta_{L^{\prime}}\left(\omega^{\prime}\right)$. The result now follows from Theorem 3.1.

Example 3.5. Consider the torus $\operatorname{link} L=T(2,2 \ell)$. If $\ell=0$, then $L$ is the unlink and Theorem 3.1 implies the obvious result, namely $\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right)=0$. For $\ell \neq 0$, Corollary 3.4 yields

$$
\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right)= \pm \rho_{\ell}\left(\omega_{2}\right)
$$

for all $\omega_{2} \in S^{1}$ such that $\omega_{2}^{\ell} \neq 1$. For these exceptional values of $\omega_{2}$, the inequality of Theorem 3.1, which reads

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right) \mp \rho_{\ell}\left(\omega_{2}\right)\right| \leq 1
$$

is sharp, but does not determine the value of the limits (compare (9) and (5)). This is for a good reason, since these limits are actually not well-defined: if $\omega_{2}^{\ell}=1$, then $\lim _{\omega \rightarrow\left(1^{ \pm}, \omega_{2}\right)} \sigma_{L}(\omega)$ depends on the way $\omega$ converges to $\left(1^{ \pm}, \omega_{2}\right)$. On these examples, Theorem 3.1 is therefore optimal: it determines the limits when they exist, and gives a sharp estimate on their possible values when they are not well-defined.
Example 3.6. Consider the link $L(k)$ depicted in Figure 2. The components of $L(k)$ being unknotted and unlinked (i.e. $\ell=0$ ), Theorem 3.1 simply reads

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L(k)}\left(\omega_{1}, \omega_{2}\right)\right| \leq 1-\operatorname{rank} A(L) .
$$

Recall from Example 2.4 that the signature of $L(k)$ is constant equal to $\operatorname{sgn}(k)$, while the nullity is constant equal to $\delta_{k 0}$. Hence, we see that the inequality above is sharp on this family of examples. However, we also see that Theorem 3.1 does not determine the limit of the signature unless $k=0$. In particular, it fails to determine this limit in the cases $k= \pm 1$ of the Whitehead links.

As we shall see in Example 5.17, the results of Section 5 do determine these limits.
We conclude this section with a short discussion of further consequences, restricting our attention to the 2 -component case for simplicity. These results will be extended to an arbitrary number of components in Section 5.3 using different methods.
Corollary 3.7. Suppose that $L=L_{1} \cup L_{2}$ is a two-component link such that $\ell=\operatorname{lk}\left(L_{1}, L_{2}\right) \neq 0$. Then, for any $\epsilon_{1}, \epsilon_{2}= \pm$, the limit of $\sigma_{L}\left(\omega_{1}, \omega_{2}\right)$ as $\omega_{1}$ tends to $1^{\epsilon_{1}}$ and $\omega_{2}$ to $1^{\epsilon_{2}}$ exists and is given by

$$
\begin{equation*}
\lim _{\omega_{1} \rightarrow 1^{\epsilon_{1}, \omega_{2} \rightarrow 1^{\epsilon_{2}}}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right)=\epsilon_{1} \epsilon_{2}(\ell-\operatorname{sgn}(\ell)) . \tag{10}
\end{equation*}
$$

If $\ell=0$, then the inequality

$$
\left|\sigma_{L}\left(\omega_{1}, \omega_{2}\right)\right| \leq 1-\operatorname{rank} A(L)
$$

holds for all $\left(\omega_{1}, \omega_{2}\right)$ in some neighborhood of $(1,1)$ in $\mathbb{T}_{*}^{2}$. In particular, if $\Delta_{L}$ vanishes, then the four limits exist and are equal to zero.

Proof. First, observe that the assumption $\ell \neq 0$ guarantees that $\Delta_{L}(1,1) \neq 0$. Hence, there exists a neighborhood $(1,1) \in U \subset S^{1} \times S^{1}$ such that the signature function $\sigma_{L}\left(\omega_{1}, \omega_{2}\right)$ is constant on each connected component of $U \cap \mathbb{T}_{*}^{2}=U_{1} \sqcup U_{2} \sqcup U_{3} \sqcup U_{4}$. These connected components correspond to the four possible limits of $\sigma_{L}\left(\omega_{1}, \omega_{2}\right)$, whose existence is now established. Using Corollary 3.4 and the fact that the Levine-Tristram signature of a knot vanishes near $\omega=1$, we get

$$
\lim _{\omega_{1} \rightarrow 1^{\epsilon_{1}}, \omega_{2} \rightarrow 1^{\epsilon_{2}}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right)=\lim _{\omega_{1} \rightarrow 1^{\epsilon_{1}}}\left(\sigma_{L_{1}}\left(\omega_{1}\right)+\epsilon_{2} \rho_{\ell}\left(\omega_{1}\right)\right)=\lim _{\omega_{1} \rightarrow 1^{\epsilon_{1}}} \epsilon_{2} \rho_{\ell}\left(\omega_{1}\right) .
$$

The result now follows from the explicit value of the correction term given in Equation (9).
If $\ell=0$, then a similar argument leads to the following fact: there exists a neighborhood $U$ of $(1,1)$ in $\mathbb{T}_{*}^{2}$ such that the signature function satisfies

$$
\left|\sigma_{L}\left(\omega_{1}, \omega_{2}\right)\right| \leq 1-\operatorname{rank} A(L)
$$

for all $\left(\omega_{1}, \omega_{2}\right) \in U$. If the Alexander polynomial vanishes, then the right-hand side of this inequality vanishes as well, leading to the desired statement.

Remark 3.8. 1. In particular, using (2), we obtain the fact that for a 2-component link $L$ with non-vanishing linking number, or vanishing linking number and Alexander polynomial, the Levine-Tristram signature satisfies $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)=-\operatorname{sgn}(\ell)$. For non-vanishing linking numbers, this coincides with the 2-component case of [1, Theorem 1.1]. (See Remark 5.7 for a proof that the hypothesis are equivalent.).
2. The example of the twist links $L(k)$ with $k \neq 0$ given in Example 2.4, whose signatures are constant equal to $\operatorname{sgn}(k)$, shows that the equality (10) does not hold in general when $\ell=0$ and $\Delta_{L} \neq 0$.
3.2. Proof of Theorem 3.1 and of the addendum. We wish to study the limits $\omega_{1} \rightarrow 1^{ \pm}$ of the signature $\sigma_{L}$ of an arbitrary ordered link $L=L_{1} \cup \ldots \cup L_{\mu}=$ : $L_{1} \cup L^{\prime}$ for a fixed value of $\omega^{\prime}=\left(\omega_{2}, \ldots, \omega_{\mu}\right) \in \mathbb{T}_{*}^{\mu-1}$, assuming $\mu \geq 2$.

Consider an associated C-complex $S=S_{1} \cup \ldots \cup S_{\mu}$. Without loss of generality (e.g. via the second move in [4, Lemma 2.2]), it may be assumed that $S^{\prime}:=S \backslash S_{1}$ is connected. Let $\mathcal{A}$ be a set of curves in $S^{\prime}$ representing a basis of $H_{1}\left(S^{\prime}\right)$, and let $\mathcal{B}$ be a set of curves in $S$ such that the classes of the elements of $\mathcal{A} \cup \mathcal{B}$ form a basis of $H_{1}(S)$. With respect to this basis, the Hermitian matrix

$$
H\left(\omega_{1}, \omega^{\prime}\right)=\sum_{\varepsilon \in\{ \pm 1\}^{\mu}} \prod_{j=1}^{\mu}\left(1-\bar{\omega}_{j}^{\varepsilon_{j}}\right) A^{\varepsilon}
$$

can be presented in a block form that we denote by $H\left(\omega_{1}, \omega^{\prime}\right)=\left[\begin{array}{ll}C & D \\ E & F\end{array}\right]$. Observe that since the curves $x \in \mathcal{A}$ are disjoint from $S_{1}$, the linking numbers $\operatorname{lk}\left(x^{\varepsilon},-\right)$ do not depend on $\varepsilon_{1}$. Therefore, the coefficients of the matrices $C, D$ and $E$ are multiples of $\left(1-\omega_{1}\right)\left(1-\bar{\omega}_{1}\right)=\left|1-\omega_{1}\right|^{2}$ by polynomial functions of $\omega_{2}, \ldots, \omega_{\mu}$. Note also that $\frac{1}{\left|1-\omega_{1}\right|^{2}} C$ coincides with the matrix $H^{\prime}\left(\omega^{\prime}\right)$ obtained from the (connected) C-complex $S^{\prime}$ with respect to the basis of $H_{1}\left(S^{\prime}\right)$ represented by $\mathcal{A}$.

Now, consider the block-diagonal matrix $P\left(\omega_{1}\right)=\left[\begin{array}{cc}\left(1-\omega_{1}\right)^{-1} I d & 0 \\ 0 & \left(1-\omega_{1}\right)^{-1 / 2} I d\end{array}\right]$, and set

$$
\widehat{H}\left(\omega_{1}, \omega^{\prime}\right):=P\left(\omega_{1}\right) H\left(\omega_{1}, \omega^{\prime}\right) P\left(\omega_{1}\right)^{*}
$$

By the considerations above, we get

$$
\lim _{\omega_{1} \rightarrow 1^{ \pm}} \widehat{H}\left(\omega_{1}, \omega^{\prime}\right)=\lim _{\omega_{1} \rightarrow 1^{ \pm}}\left[\begin{array}{cc}
\frac{C}{\left|1-\omega_{1}\right|^{2}} & \frac{D}{\left|1-\omega_{1}\right|\left(1-\omega_{1}\right)^{1 / 2}} \\
\frac{E}{\left|1-\omega_{1}\right|\left(1-\bar{\omega}_{1}\right)^{1 / 2}} & \frac{F}{\left|1-\omega_{1}\right|}
\end{array}\right]=\left[\begin{array}{cc}
H^{\prime}\left(\omega^{\prime}\right) & 0 \\
0 & F^{ \pm}\left(\omega^{\prime}\right)
\end{array}\right],
$$

with $F^{ \pm}\left(\omega^{\prime}\right):=\lim _{\omega_{1} \rightarrow 1^{ \pm}} \frac{F}{\left|1-\omega_{1}\right|}$. The equality $\lim _{\omega_{1} \rightarrow 1^{ \pm}} \frac{1-\bar{\omega}_{1}}{\left|1-\omega_{1}\right|}= \pm i$ leads to

$$
\begin{equation*}
F^{ \pm}\left(\omega^{\prime}\right)= \pm i \sum_{\varepsilon^{\prime} \in\{ \pm 1\}^{\mu-1}} \prod_{j=2}^{\mu}\left(1-\bar{\omega}_{j}^{\varepsilon_{j}}\right)\left(A_{\mathcal{B}}^{\left(+1, \varepsilon^{\prime}\right)}-A_{\mathcal{B}}^{\left(-1, \varepsilon^{\prime}\right)}\right) \tag{11}
\end{equation*}
$$

where $A_{\mathcal{B}}^{\mathcal{E}}$ is the restriction of $A^{\varepsilon}$ to the subspace spanned by the classes of the curves in $\mathcal{B}$.


Figure 8. Twisting a band.

Since $\sigma(\widehat{H}(\omega))=\sigma(H(\omega))=\sigma_{L}(\omega)$ and $\eta(\widehat{H}(\omega))=\eta(H(\omega))=\eta_{L}(\omega)$ for all $\omega \in \mathbb{T}_{*}^{\mu}$, Lemma 2.1 applied to $H(t)=\widehat{H}\left(\exp ( \pm 2 \pi i t), \omega^{\prime}\right)$ yields the inequality

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right) \mp \rho_{L}\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)+\tau_{L}\left(\omega^{\prime}\right)-\lim _{\omega_{1} \rightarrow 1} \eta_{L}\left(\omega_{1}, \omega^{\prime}\right)
$$

where

$$
\begin{equation*}
\rho_{L}\left(\omega^{\prime}\right):=\sigma\left(F^{+}\left(\omega^{\prime}\right)\right) \quad \text { and } \quad \tau_{L}\left(\omega^{\prime}\right):=\eta\left(F^{+}\left(\omega^{\prime}\right)\right) . \tag{12}
\end{equation*}
$$

By Lemma 5.2 , it now only remains to show that the functions $\rho_{L}$ and $\tau_{L}$ defined via (11) and (12) coincide with the functions $\rho_{\ell}$ and $\tau_{\ell}$ defined via (8), respectively. (Here, we take the liberty to appeal to the forthcoming Lemma 5.2 based the four-dimensional point of view on the nullity; alternatively, the case $\omega \in \mathbb{T}_{*}^{\mu}$ which suffices for our current purposes can be obtained via the three-dimensional approach as a consequence of [4, Corollary 3.6].)

Our demonstration of the equalities $\rho_{L}=\rho_{\ell}$ and $\tau_{L}=\tau_{\ell}$ rely on a sequence of lemmas. The proof of the first one is based on an observation of Cooper [9].

Lemma 3.9. The functions $\rho_{L}$ and $\tau_{L}$ are invariant under link homotopy.
Proof. Any crossing change between two strands of the same link component can be realised by twisting a band in a C-complex, as illustrated in Figure 8. Therefore, consider a C-complex $S$ and another C-complex $\widehat{S}$ obtained from $S$ by twisting a band. Since $S$ and $\widehat{S}$ are homotopy equivalent in an obvious way, their first homology groups are canonically isomorphic. Let us denote this isomorphism by $H_{1}(S) \rightarrow H_{1}(\widehat{S}), x \mapsto \widehat{x}$. Then, one easily checks the equality

$$
\operatorname{lk}\left(x^{\left(+1, \varepsilon^{\prime}\right)}, y\right)-\operatorname{lk}\left(x^{\left(-1, \varepsilon^{\prime}\right)}, y\right)=\operatorname{lk}\left(\widehat{x}^{\left(+1, \varepsilon^{\prime}\right)}, \widehat{y}\right)-\operatorname{lk}\left(\widehat{x}^{\left(-1, \varepsilon^{\prime}\right)}, \widehat{y}\right)
$$

for all $x, y \in H_{1}(S)$ and $\varepsilon^{\prime} \in\{ \pm 1\}^{\mu-1}$. Given the form of $F^{+}\left(\omega^{\prime}\right)$ described in Equation (11), we see that this matrix is invariant under band twisting. This shows that its signature $\rho_{L}$ and nullity $\tau_{L}$ are invariant under link homotopy.

By Lemma 3.9, we can assume without loss of generality that $L_{1}$ is the unknot. By [2, Lemma 1], we can then find a C-complex $S=S_{1} \cup \cdots \cup S_{\mu}$ for $L$ such that $S_{1}$ is a disk. Recall that we also assume that $S^{\prime}$ is connected.

Note that since $S$ is connected with $\mu \geq 2$, the number $n$ of clasps involving $S_{1}$ is strictly positive. Let us number these clasps linearly from 1 to $n$, starting with an arbitrary one and following the cyclic order along the oriented boundary $\partial S_{1}$. Let $c(1), \ldots, c(n) \in\{2, \ldots, \mu\}$ denote the corresponding colors, and $s(1), \ldots, s(n) \in\{-1,1\}$ denote the corresponding signs. (By the sign of a clasp of color $j$, we mean its contribution to the linking number $\operatorname{lk}\left(L_{1}, L_{j}\right)$.)

Lemma 3.10. For any $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, the terms $\rho_{L}\left(\omega^{\prime}\right)$ and $\tau_{L}\left(\omega^{\prime}\right)$ are given by the signature and nullity of the tridiagonal Hermitian matrix $F$ of size $n-1$ with non-vanishing coefficients equal to

$$
\begin{equation*}
F_{k, k-1}=\bar{F}_{k-1, k}=\frac{i}{1-\omega_{c(k)}^{s(k)}}, \quad F_{k, k}=\frac{i \cdot\left(\omega_{c(k)}^{s(k)} \omega_{c(k+1)}^{s(k+1)}-1\right)}{\left(1-\omega_{c(k)}^{s(k)}\right)\left(1-\omega_{c(k+1)}^{s(k+1)}\right)} . \tag{13}
\end{equation*}
$$

Proof. Let $S$ be a C-complex associated to a $\mu$-component link $L$, with $S_{1}$ a disc, and $S^{\prime}$ connected. By definition of $\rho_{L}$ and $\tau_{L}$ (recall Equation (11)), we need to compute the subgroup of $H_{1}(S)$ spanned by curves of $\mathcal{B}$, as well as the numbers $\operatorname{lk}\left(x^{\left(1, \varepsilon^{\prime}\right)}, y\right)-\operatorname{lk}\left(x^{\left(-1, \varepsilon^{\prime}\right)}, y\right)=: \operatorname{lk}\left(x^{\left(1, \varepsilon^{\prime}\right)}-x^{\left(-1, \varepsilon^{\prime}\right)}, y\right)$ for all $x, y$ in this subspace and all $\varepsilon^{\prime} \in\{ \pm 1\}^{\mu-1}$.

Since $S_{1}$ is a disc and $S^{\prime}$ is connected, an easy homological computation shows that the family $\mathcal{B}$ can be chosen to be $n-1$ cycles, each passing through consecutive clasps around $S_{1}$. For definiteness, let us write $\mathcal{B}=\left\{x_{1}, \ldots, x_{n-1}\right\}$, where for all $1 \leq k \leq n-1$, the cycle $x_{k}$ enters $S_{1}$ through the $k^{\text {th }}$ clasp and exits $S_{1}$ through the $(k+1)^{\text {th }}$ one.

A straightforward computation leads to the following results, valid for all $\varepsilon^{\prime} \in\{ \pm 1\}^{\mu-1}$ : for any $1 \leq k \leq n-1$, we have

$$
\operatorname{lk}\left(x_{k}^{\left(1, \varepsilon^{\prime}\right)}-x_{k}^{\left(-1, \varepsilon^{\prime}\right)}, x_{k}\right)= \begin{cases}-1 & \text { if } \varepsilon_{k}=s(k) \text { and } \varepsilon_{k+1}=s(k+1) \\ +1 & \text { if } \varepsilon_{k}=-s(k) \text { and } \varepsilon_{k+1}=-s(k+1) \\ 0 & \text { else }\end{cases}
$$

while for any $2 \leq k \leq n-1$, we have

$$
\begin{aligned}
\operatorname{lk}\left(x_{k}^{\left(1, \varepsilon^{\prime}\right)}-x_{k}^{\left(-1, \varepsilon^{\prime}\right)}, x_{k-1}\right) & = \begin{cases}+1 & \text { if } \varepsilon_{k}=s(k) \\
0 & \text { else }\end{cases} \\
\operatorname{lk}\left(x_{k-1}^{\left(1, \varepsilon^{\prime}\right)}-x_{k-1}^{\left(-1, \varepsilon^{\prime}\right)}, x_{k}\right) & = \begin{cases}-1 & \text { if } \varepsilon_{k}=s(k) \\
0 & \text { else. }\end{cases}
\end{aligned}
$$

One then checks that the coefficients of the matrix $F^{+}\left(\omega^{\prime}\right)$ defined by (11) are equal to

$$
F^{+}\left(\omega^{\prime}\right)_{k, k^{\prime}}:=i \sum_{\varepsilon^{\prime} \in\{ \pm 1\}^{\mu-1}} \prod_{j=2}^{\mu}\left(1-\bar{\omega}_{j}^{\varepsilon_{j}}\right) \operatorname{lk}\left(x_{k}^{\left(1, \varepsilon^{\prime}\right)}-x_{k}^{\left(-1, \varepsilon^{\prime}\right)}, x_{k^{\prime}}\right)=\prod_{j=2}^{\mu}\left|1-\omega_{j}\right|^{2} \cdot F_{k, k^{\prime}}
$$

for all $1 \leq k, k^{\prime} \leq n-1$, with $F_{k, k^{\prime}}$ as in Equation (13). (This formula holds whether or not the involved clasps have the same color.) The scalar $\prod_{j=2}^{\mu}\left|1-\omega_{j}\right|^{2}$ being strictly positive for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, the statement follows.

Lemma 3.11. The functions $\rho_{L}$ and $\tau_{L}$ are invariant under the following transformations:

1. removal of two adjacent clasps of the same color and opposite signs (as long as $S$ remains connected);
2. permutation of two adjacent clasps of different colors.

Proof. By Lemma 3.10, we only need to check that for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, the signature and nullity of the tridiagonal Hermitian matrix $F$ given by Equations (13) are unchanged by these two transformations.

To show the invariance under the first transformation, observe that $F_{k, k}$ vanishes if $c(k)=$ $c(k+1)$ and $s(k) \neq s(k+1)$. Note also that $F_{k, k-1}$ never vanishes for $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$. Renumbering the clasps starting with the $(k+2)^{\text {th }}$ one (and thus ending with the $(k+1)^{\text {th }}$ one), the corresponding matrix $F$ is of the form

$$
F=\left[\begin{array}{ccc}
F^{\prime} & \xi & 0 \\
\xi^{*} & \alpha & \lambda \\
0 & \bar{\lambda} & 0
\end{array}\right]
$$

with $\alpha \in \mathbb{R}, \lambda \in \mathbb{C}^{*}$, and $F^{\prime}$ the matrix corresponding to the C -complex with both clasps removed. The fact that the signature and nullity of $F$ and $F^{\prime}$ coincide is well-known, see e.g. the proof of the invariance of the Levine-Tristram signature in [25].

We are left with the proof that the signature and nullity of $F$ are unchanged when permuting two adjacent clasps of different colors. Without loss of generality, let us assume that these two clasps are the two last ones in the linear numbering $1, \ldots, n$, and let us denote the occurring variables by $z_{1}:=\omega_{c(n-2)}^{s(n-2)}, z_{2}:=\omega_{c(n-1)}^{s(n-1)}$ and $z_{3}:=\omega_{c(n)}^{s(n)}$. By Equation (13), we thus need to compare two matrices of the form

$$
F=\left[\begin{array}{ccc}
F_{0} & \xi & 0 \\
\xi^{*} & \frac{i \cdot\left(z_{1} z_{2}-1\right)}{\left(1-z_{1}\right)\left(1-z_{2}\right)} & \frac{-i}{1-\overline{z_{2}}} \\
0 & \frac{i}{1-z_{2}} & \frac{i \cdot\left(z_{2} z_{3}-1\right)}{\left(1-z_{2}\right)\left(1-z_{3}\right)}
\end{array}\right] \quad \text { and } \quad F^{\prime}=\left[\begin{array}{ccc}
F_{0} & \xi & 0 \\
\xi^{*} & \frac{i \cdot\left(z_{1} z_{3}-1\right)}{\left(1-z_{1}\right)\left(1-z_{3}\right)} & \frac{-i}{1-z_{3}} \\
0 & \frac{i}{1-z_{3}} & \frac{i \cdot\left(z_{2} z_{3}-1\right)}{\left(1-z_{2}\right)\left(1-z_{3}\right)}
\end{array}\right] .
$$

If $z_{2} z_{3}=1$, then $F$ and $F^{\prime}$ both have the signature and nullity of $F_{0}$ by the first step, and the invariance holds. If $z_{2} z_{3} \neq 1$, then one can consider the matrices

$$
P=\left[\begin{array}{ccc}
I d & 0 & 0 \\
0 & 1 & 0 \\
0 & \frac{1-z_{3}}{1-z_{2} z_{3}} & 1
\end{array}\right] \quad \text { and } \quad P^{\prime}=\left[\begin{array}{ccc}
I d & 0 & 0 \\
0 & 1 & 0 \\
0 & \frac{1-z_{2}}{1-z_{2} z_{3}} & 1
\end{array}\right] .
$$

A direct computation now leads to the equality

$$
P^{*} F P=\left[\begin{array}{ccc}
F_{0} & \xi & 0 \\
\xi^{*} & \frac{i \cdot\left(z_{1} z_{2} z_{3}-1\right)}{\left(1-z_{1}\right)\left(1-z_{2} z_{3}\right)} & 0 \\
0 & 0 & \frac{i \cdot\left(z_{2} z_{3}-1\right)}{\left(1-z_{2}\right)\left(1-z_{3}\right)}
\end{array}\right]=\left(P^{\prime}\right)^{*} F^{\prime} P^{\prime}
$$

concluding the proof.
The fact that $\rho_{L}$ (resp. $\tau_{L}$ ) coincides with $\rho_{\ell}$ (resp. $\tau_{\ell}$ ) of Equation (8) now follows from one last lemma.

Lemma 3.12. For any $n \geq 1$ and $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{T}_{*}^{n}$, let $G_{n}(z)$ denote the tridiagonal matrix of size $n-1$ with non-vanishing coefficients equal to

$$
G_{n}(z)_{k, k-1}={\overline{G_{n}}(z)}_{k-1, k}=\frac{i}{1-z_{k}} \quad \text { and } \quad G_{n}(z)_{k, k}=\frac{i \cdot\left(z_{k} z_{k+1}-1\right)}{\left(1-z_{k}\right)\left(1-z_{k+1}\right)}
$$

Then, we have

$$
\sigma\left(G_{n}(z)\right)=\rho\left(z_{1}, \ldots, z_{n}\right) \quad \text { and } \quad \eta\left(G_{n}(z)\right)= \begin{cases}1 & \text { if } z_{1} \cdots z_{n}=1 \\ 0 & \text { else }\end{cases}
$$

with $\rho$ defined by (6) and (7).
Proof. We proceed by induction on $n \geq 1$. The case $n=1$ holds with the right conventions (namely, that the signature and nullity of an empty matrix vanish), and the case $n=2$ is straightforward. Hence, let us assume that the lemma holds up to $n-1$, and consider $G_{n}(z)$ with $n \geq 3$ and $z=$ $\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{T}_{*}^{n}$.

If $z_{n-1}$ and $z_{n}$ satisfy $z_{n-1} z_{n}=1$, then the diagonal coefficient $G_{n}(z)_{n-1, n-1}$ vanishes while the off-diagonal ones $G_{n}(z)_{n-1, n-2}={\overline{G_{n}}(z)}_{n-2, n-1}$ do not vanish. As a consequence, as in the first step of Lemma 3.11, the matrix $G_{n}(z)$ has the same signature and nullity as $G_{n-2}(z)$, which are known by the induction hypothesis. Since $\rho\left(z_{1}, \ldots, z_{n}\right)$ is easily seen to coincide with $\rho\left(z_{1}, \ldots, z_{n-2}\right)$ if $z_{n-1} z_{n}=1$ and similarly for the nullity, the lemma is checked in this case.

Let us now assume that $z_{n-1}$ and $z_{n}$ are such that $z_{n-1} z_{n} \neq 1$. Then, as in the second step of the proof of Lemma 3.11, one can consider the matrix

$$
P=\left[\begin{array}{ccc}
I d & 0 & 0 \\
0 & 1 & 0 \\
0 & \frac{1-z_{n}}{1-z_{n-1} z_{n}} & 1
\end{array}\right]
$$

A direct computation leads to the equality

$$
P^{*} G_{n}\left(z_{1}, \ldots, z_{n}\right) P=G_{n-1}\left(z_{1}, \ldots, z_{n-2}, z_{n-1} z_{n}\right) \oplus\left(\frac{i \cdot\left(z_{n-1} z_{n}-1\right)}{\left(1-z_{n-1}\right)\left(1-z_{n}\right)}\right)
$$

By the induction hypothesis, we now get

$$
\sigma\left(G_{n}\left(z_{1}, \ldots, z_{n}\right)\right)=\rho\left(z_{1}, \ldots, z_{n-2}, z_{n-1} z_{n}\right)+\rho\left(z_{n-1}, z_{n}\right)=\rho\left(z_{1}, \ldots, z_{n}\right)
$$

and

$$
\eta\left(G_{n}\left(z_{1}, \ldots, z_{n}\right)\right)=\eta\left(G_{n-1}\left(z_{1}, \ldots, z_{n-2}, z_{n-1} z_{n}\right)\right)= \begin{cases}1 & \text { if } z_{1} \cdots z_{n}=1 \\ 0 & \text { else }\end{cases}
$$

concluding the proof.
We are now ready to conclude the proof of Theorem 3.1, i.e. to show that $\rho_{L}$ (resp. $\tau_{L}$ ) coincides with $\rho_{\ell}$ (resp. $\tau_{\ell}$ ) of Equation (8).

First note that, as a consequence of Lemma 3.11, the functions $\rho_{L}$ and $\tau_{L}$ only depend on the linking numbers $\ell_{2}:=\operatorname{lk}\left(L_{1}, L_{2}\right), \ldots, \ell_{\mu}:=\operatorname{lk}\left(L_{1}, L_{\mu}\right)$. More precisely, if all these numbers vanish, then the transformations of Lemma 3.11 can be carried to the point where we are left with 2 claps, of the same color and opposite signs; this leads to $\rho_{L}=0=\rho_{\ell}$ and $\tau_{L}=1=\tau_{\ell}$, so Theorem 3.1 holds in such a case. If the linking numbers do not all vanish, then via these two transformations, one can assume that the $n:=|\ell|$ clasps are cyclically ordered around $S_{1}$ as $\left|\ell_{2}\right|$ clasps of color 2 , followed by $\left|\ell_{3}\right|$ clasps of color 3 , and so on, ending with $\left|\ell_{\mu}\right|$ clasps of color $\mu$.

Now, observe that $\rho_{L}\left(\omega^{\prime}\right)$ and $\eta_{L}\left(\omega^{\prime}\right)$ are the signature and nullity of the matrix $F$ of Lemma 3.10, which coincides with $G_{n}(z)$ evaluated at

$$
z=\left(z_{1}, \ldots, z_{n}\right)=\left(\omega_{c(1)}^{s(1)}, \ldots, \omega_{c(n)}^{s(n)}\right)=(\underbrace{\omega_{2}^{s_{2}}, \ldots, \omega_{2}^{s_{2}}}_{\left|\ell_{2}\right|}, \ldots, \underbrace{\omega_{\mu}^{s_{\mu}}, \ldots, \omega_{\mu}^{s_{\mu}}}_{\left|\ell_{\mu}\right|}) .
$$

The explicit form given by (8) now follows from Lemma 3.12, concluding the proof of Theorem 3.1.
Let us finally turn to the proof of the addendum yielding a more geometric description of the function $\rho_{\ell}$.

Proof of the addendum. Fix $\ell \in \mathbb{Z}^{\mu-1} \backslash\{0\}$. By Equation (8) and the lemmas above, the function $\rho_{\ell}$ is equal to the signature of a matrix whose nullity is equal to 1 on $\Sigma_{\ell} \subset \mathbb{T}_{*}^{\mu-1}$ and vanishes elsewhere. This implies that $\rho_{\ell}$ satisfies the first point of the statement: it is constant on the connected components of the complement of $\Sigma_{\ell}$ in $\mathbb{T}_{*}^{\mu-1}$, and on the connected components of $\Sigma_{\ell} \subset \mathbb{T}_{*}^{\mu-1}$. This also implies that, when $\omega^{\prime}$ crosses a component of $\Sigma_{\ell}$, the function $\rho_{\ell}\left(\omega^{\prime}\right)$ either jumps by $\pm 2$ or stays constant, and always takes the average value on $\Sigma_{\ell}$.

By the explicit form of $\rho_{\ell}$ given in (6), (7) and (8), we see that it satisfies the second point, i.e.

$$
\lim _{\omega_{j} \rightarrow 1^{s_{j}}} \rho_{\ell}\left(\omega_{2}, \ldots, \omega_{\mu}\right)=\lim _{z_{j} \rightarrow 1^{+}} \rho\left(z_{1}, \ldots, z_{|\ell|}\right)=\sum_{k=1}^{|\ell|-1} \lim _{z \rightarrow 1^{+}} \rho\left(z, z^{k}\right)=|\ell|-1
$$

We shall denote by $\omega^{\prime}=1^{s}$ this corner of the open torus $\mathbb{T}_{*}^{\mu-1}$. Note that if some $\ell_{j}$ vanishes, then this corner is not uniquely defined, but $\rho_{\ell}$ being independent of $\omega_{j}$, any value of $s_{j}$ can be chosen. By the symmetry property $\rho_{\ell}\left(\bar{\omega}^{\prime}\right)=-\rho_{\ell}\left(\omega^{\prime}\right)$, we obtain the fact that $\rho_{\ell}$ takes the opposite value $1-|\ell|$ at the opposite corner $\omega^{\prime}=1^{-s}$.

Now, consider the closed path $\gamma: S^{1} \rightarrow \mathbb{T}^{\mu-1}$ defined by $\gamma(z)=\left(z^{s_{2}}, \ldots, z^{s_{\mu}}\right)$, which restricts to an open path in $\mathbb{T}_{*}^{\mu-1}$ from the corner $1^{s}$ to the opposite corner $1^{-s}$. Consider also for each $\alpha \in S^{1}$ the hyperplan

$$
\Sigma_{\ell}^{(\alpha)}:=\left\{\left(\omega_{2}, \ldots, \omega_{\mu}\right) \in \mathbb{T}^{\mu-1} \mid \omega_{2}^{\ell_{2}} \cdots \omega_{\mu}^{\ell_{\mu}}=\alpha\right\}
$$

This defines a foliation of the full torus $\mathbb{T}^{\mu-1}$ by hyperplans, with each leaf intersecting the path $\gamma$ transversally in

$$
s_{2} \ell_{2}+\cdots+s_{\mu} \ell_{\mu}=\left|\ell_{2}\right|+\cdots+\left|\ell_{\mu}\right|=|\ell|
$$

points. Moreover, the hyperplan $\Sigma_{\ell}^{(1)}$ is nothing but the closure of $\Sigma_{\ell} \subset \mathbb{T}_{*}^{\mu-1}$ in the full torus $\mathbb{T}^{\mu-1}$, and $\Sigma_{\ell}$ intersects $\gamma$ exactly $|\ell|-1$ times.

As a consequence, the open path $\gamma: S^{1} \backslash\{1\} \rightarrow \mathbb{T}_{*}^{\mu-1}$ meets each of the $|\ell|$ connected components of the complement of $\Sigma_{\ell}$ in $\mathbb{T}_{*}^{\mu-1}$, and each of the $|\ell|-1$ connected components of $\Sigma_{\ell}$. Since $\rho_{\ell}$ takes the value $|\ell|-1$ near $\omega^{\prime}=1^{s}$, the value $1-|\ell|$ near the opposite corner $\omega^{\prime}=1^{-s}$, and jumps at most by $\pm 2$ when crossing a connected component of $\Sigma_{\ell}$, it necessarily jumps by -2 when crossing any of these $|\ell|-1$ components, thus determining its values on the full domain. This concludes the proof of the addendum.

## 4. Torres-type formulas for the signature and nullity

The aim of this section is twofold. First, in Section 4.1, we extend the signature and nullity functions from $\mathbb{T}_{*}^{\mu}=\left(S^{1} \backslash\{1\}\right)^{\mu}$ to the full torus $\mathbb{T}^{\mu}=\left(S^{1}\right)^{\mu}$. Then, in Sections 4.2 and 4.3, we devise Torres-type formulas for these extended signatures and nullity, respectively. These results are used in Section 5 to study limits of signatures.
4.1. Extension of the signature and nullity to the full torus. Let $L=L_{1} \cup \cdots \cup L_{\mu}$ be a colored link in $S^{3}$. Recall that the associated signature $\sigma_{L}$ and nullity $\eta_{L}$ are $\mathbb{Z}$-valued maps defined on $\mathbb{T}_{*}^{\mu}=\left(S^{1} \backslash\{1\}\right)^{\mu}$. The aim of this section is to extend these maps in a natural way to the full torus $\mathbb{T}^{\mu}=\left(S^{1}\right)^{\mu}$.

To do so, let us consider a bounding surface $F=F_{1} \cup \cdots \cup F_{\mu} \subset B^{4}$ for $L$ obtained by pushing a totally-connected C-complex for $L$ from $S^{3}$ into $B^{4}$. Let us write $X_{L}=S^{3} \backslash \nu(L)$ and $V_{F}=B^{4} \backslash \nu(F)$. Note that we have $\partial V_{F}=X_{L} \cup-P(F)$, where $P(F)$ is the boundary of a tubular neighborhood of $F$ in $B^{4}$. Moreover, this latter manifold can be described as the plumbed manifold defined by the plumbing graph $\Gamma_{F}$ with vertices given by the surfaces $F_{i}$ and signed edges
given by the signed intersections of these surfaces in $B^{4}$ (or equivalently, the signed clasps of the C-complex). We refer the reader to [34, Section 4.3] for details.

Now, let $P(L)$ be the plumbed manifold obtained from the plumbing graph $\Gamma_{L}$ given as follows. The vertices of $\Gamma_{L}$ correspond to the colors $\{1, \ldots, \mu\}$, with the surface associated to the color $i$ given by $\left|L_{i}\right|$ copies of the 2-disc indexed by the components of $L_{i}$. Two discs corresponding to two components $K, K^{\prime}$ of $L$ of different colors are linked by $\left|\mathrm{lk}\left(K, K^{\prime}\right)\right|$ edges with sign equal to the sign of this linking number. Note that this construction slightly extends the usual formalism of plumbing graphs: since we allow for disconnected surfaces, we need to specify which components are linked by the edges. In particular, this manifold agrees with [34, Construction 4.17] in the ordered case, but differs from it in general.

Note that $P(F)$ and $P(L)$ have the common boundary $\partial \nu(L)$. Let us form the closed 3-manifold

$$
P(G)=P(F) \cup_{\partial}-P(\bar{L}),
$$

where $\bar{L}$ denotes the mirror image of $L$.
Lemma 4.1. The closed 3 -manifold $P(G)$ bounds a compact connected oriented $\mathbb{Z}^{\mu}$-manifold $\left(Y_{F}, f\right)$ such that $f: \pi_{1}\left(Y_{F}\right) \rightarrow \mathbb{Z}^{\mu}$ is an isomorphism, $\sigma\left(Y_{F}\right)=0$ and $\sigma_{\omega}\left(Y_{F}\right)=0$ for all $\omega \in \mathbb{T}^{\mu}$ with at most one coordinate equal to one.

Proof. First note that $P(G)$ can be described as the plumbing manifold obtained from the plumbing graph $G$ given as follows. The vertices of $G$ correspond to the colors $\{1, \ldots, \mu\}$, with the closed surface $\widehat{F}_{i}$ associated to the color $i$ obtained from $F_{i}$ by capping it off with $\left|L_{i}\right| 2$-discs. The edges of $G$ are given by the signed intersections of the surfaces $F_{i}$ in $B^{4}$, and by $\sum_{K \subset L_{i}, K^{\prime} \subset L_{j}}\left|\mathrm{lk}\left(K, K^{\prime}\right)\right|$ edges between $\widehat{F}_{i}$ and $\widehat{F}_{j}$ with signs opposite to the signs of the linking numbers.

By construction, the graph $G$ is balanced. Furthermore, this graph satisfies the assumptions of Lemma 2.11: there exists a collection of curves $L_{\widehat{F}_{i}}$ in $\widehat{F}_{i}^{\circ}$ whose image under the inclusion induced map $H_{1}\left(\widehat{F}_{i}^{\circ}\right) \rightarrow H_{1}\left(\widehat{F}_{i}\right)$ forms a Lagrangian half-basis. Furthermore, the curves belonging to $L_{\widehat{F}_{i}}$ are mapped to zero via the meridional homomorphism $H_{1}\left(\widehat{F}_{i}^{\circ}\right) \rightarrow H_{1}(P(G)) \xrightarrow{\psi} \mathbb{Z}^{\mu}$.

To check this claim, let $S=S_{1} \cup \cdots \cup S_{\mu}$ denote the C-complex for $L$ that was pushed inside $B^{4}$ to give the bounding surface $F=F_{1} \cup \cdots \cup F_{\mu}$, and set $S_{i}^{\circ}=S_{i} \cap X_{L}$. Since each puncture in $S_{i}^{\circ}$ corresponds to a clasp and clasps are turned into transverse intersection point when pushed inside $B^{4}$, there is a natural homeomorphism $h: S_{i}^{\circ} \rightarrow F_{i}^{\circ}$. Consider the following commutative diagram, where the maps onto $\mathbb{Z}^{\mu}$ are the meridional homomorphisms, and the two remaining horizontal maps are induced by inclusions:


We now show that the bottom map vanishes on the subspace of $H_{1}\left(S_{i}^{\circ}\right)$ corresponding to the homology of the Seifert surface $S_{i}$, now understood as $S_{i}^{\circ}$ deprived of a tubular neighbourhood of $L_{i}$ containing the punctures. Note that this map is simply given by the linking number with the various components of $L$. Clearly, any class $[\gamma] \in H_{1}\left(S_{i}\right)$ satisfies $\operatorname{lk}\left([\gamma], L_{j}\right)=[\gamma] \cdot S_{j}=0$ for $j \neq i$, as $\gamma$ is disjoint from $S_{j}$. As for the case $j=i$, we have $\operatorname{lk}\left([\gamma], L_{i}\right)=[\gamma] \cdot S_{i}=0$ since $S_{i}$ is oriented and $\gamma$ can be pushed off $S_{i}$. In conclusion, we now have a family of curves in $S_{i}^{\circ}$, whose images in $F_{i}^{\circ}$ span all of $H_{1}\left(\widehat{F}_{i}\right)$, and which are mapped to zero via the meridional homomorphism. This concludes the proof of the claim.

By Lemma 2.11, the closed 3-manifold $P(G)$ bounds a 4-manifold $Z_{F}$ over $\mathbb{Z}^{\mu}$, with $\sigma\left(Z_{F}\right)$ vanishing as well as $\sigma_{\omega}\left(Z_{F}\right)$ for all $\omega \in \mathbb{T}^{\mu}$ with at most one coordinate equal to one. Furthermore, $Z_{F}$ is connected since $G$ is. Applying Corollary 2.12 to $Z_{F}$, the resulting manifold $Y_{F}$ satisfies the required properties.

Note that the manifolds $V_{F}$ and $Y_{F}$ both admit $P(F)$ as part of their boundary. Therefore, one can consider the 4-manifold

$$
W_{F}=V_{F} \cup_{P(F)} Y_{F}
$$

Note that the boundary of $W_{F}$ is given by

$$
M_{L}:=\partial W_{F}=X_{L} \cup-P(\bar{L}),
$$

which only depends on $L$. In the ordered case, this coincides with the 3-manifold defined in [34, Construction 4.17].

We are finally ready to extend the signature and nullity to the full torus.
Definition 4.2. For any $\omega \in \mathbb{T}^{\mu}$, set $\sigma_{F}(\omega)=\sigma_{\omega}\left(W_{F}\right)$ and $\eta_{F}(\omega)=\eta_{\omega}\left(W_{F}\right)$.
A priori, these extended signatures and nullity might depend on the choice of the bounding surface $F$. This is not the case, as demonstrated by the following statement.
Theorem 4.3. The maps $\sigma_{F}: \mathbb{T}^{\mu} \rightarrow \mathbb{Z}$ and $\eta_{F}: \mathbb{T}^{\mu} \rightarrow \mathbb{Z}$ only depend on the colored link $L$, and extend the multivariable signature and nullity $\sigma_{L}: \mathbb{T}_{*}^{\mu} \rightarrow \mathbb{Z}$ and $\eta_{L}: \mathbb{T}_{*}^{\mu} \rightarrow \mathbb{Z}$, respectively.

The proof of this theorem relies on the following algebraic lemma.
Lemma 4.4. Let $\Lambda_{\mu}$ denote the group ring $\mathbb{C}\left[\mathbb{Z}^{\mu}\right]$. For any $\omega \in \mathbb{T}^{\mu} \backslash\{(1, \ldots, 1)\}$ and any $i \geq 0$, we have $\operatorname{Tor}_{i}^{\Lambda_{\mu}}\left(\mathbb{C}^{\omega}, \mathbb{C}\right)=0$. Furthermore, for $\omega=(1, \ldots, 1)$, we have $\operatorname{Tor}_{i}^{\Lambda_{\mu}}\left(\mathbb{C}^{\omega}, \mathbb{C}\right)=\mathbb{C}\binom{\mu}{i}$.
Proof. This computation can be performed using Koszul resolutions, see e.g. [42, Chapter 4.5]. For any $x \in \Lambda_{\mu}$ consider the chain complex $K(x):=\Lambda_{\mu} \xrightarrow{x} \Lambda_{\mu}$ concentrated in degrees 1 and 0 . Let $t_{1}, \ldots, t_{\mu}$ be the elements of $\Lambda_{\mu}$ corresponding to the canonical basis of $\mathbb{Z}^{\mu}$, so that $\Lambda_{\mu}=$ $\mathbb{C}\left[t_{1}^{ \pm 1}, \ldots, t_{\mu}^{ \pm 1}\right]$. Consider the Koszul complex

$$
K_{\mu}:=K\left(t_{1}-1\right) \otimes_{\Lambda_{\mu}} K\left(t_{2}-1\right) \otimes_{\Lambda_{\mu}} \cdots \otimes_{\Lambda_{\mu}} K\left(t_{\mu}-1\right) .
$$

By [42, Corollary 4.5.5], the complex $K_{\mu}$ is a free resolution of $\Lambda_{\mu} /\left(t_{1}-1, \ldots, t_{\mu}-1\right)=\mathbb{C}$ over $\Lambda_{\mu}$. Therefore, $\operatorname{Tor}_{i}^{\Lambda_{\mu}}\left(\mathbb{C}^{\omega}, \mathbb{C}\right)=H_{i}\left(\mathbb{C}^{\omega} \otimes_{\Lambda_{\mu}} K_{\mu}\right)$. Since a tensor product of an acyclic complex with any other complex is again acyclic, we get that $\operatorname{Tor}_{i}^{\Lambda_{\mu}}\left(\mathbb{C}^{\omega}, \mathbb{C}\right)=0$, for $i \geq 0$ if there is some $\omega_{j} \neq 1$. If $\omega_{j}=1$ for all $j$, then all of the differentials in $K_{\mu}$ vanish and we get $\operatorname{Tor}_{i}^{\Lambda_{\mu}}\left(\mathbb{C}^{\omega}, \mathbb{C}\right)=\mathbb{C}\binom{\mu}{i}$.

We will also use the following statement.
Proposition 4.5. The nullity function $\eta_{F}: \mathbb{T}^{\mu} \rightarrow \mathbb{Z}$ is given by

$$
\eta_{F}(\omega)= \begin{cases}\operatorname{dim} H_{1}\left(M_{L} ; \mathbb{C}^{\omega}\right) & \text { for } \omega \neq(1, \ldots, 1) \\ \operatorname{dim} H_{1}\left(M_{L} ; \mathbb{C}\right)-\mu & \text { for } \omega=(1, \ldots, 1)\end{cases}
$$

Proof. Recall that the twisted intersection form of $W_{F}$ is defined as the composition of the maps

$$
H_{2}\left(W_{F} ; \mathbb{C}^{\omega}\right) \xrightarrow{j_{*}} H_{2}\left(W_{F}, M_{L} ; \mathbb{C}^{\omega}\right) \xrightarrow{\mathrm{PD}} H^{2}\left(W_{F} ; \mathbb{C}^{\omega}\right) \xrightarrow{\text { ev }} \operatorname{hom}\left(H_{2}\left(W_{F} ; \mathbb{C}^{\omega}\right), \mathbb{C}\right)^{\operatorname{tr}},
$$

the second and third ones being the isomorphisms given by Poincaré-Lefschetz duality and the universal coefficient theorem, see Appendix B. 1 for more details. Therefore, we have

$$
\eta_{F}(\omega)=\eta_{\omega}\left(W_{F}\right)=\operatorname{dim} \operatorname{ker}\left(j_{*}\right)=\operatorname{dim} \operatorname{coker}\left(j_{*}\right)
$$

since $H_{2}\left(W_{F} ; \mathbb{C}^{\omega}\right)$ and $H_{2}\left(W_{F}, M_{L} ; \mathbb{C}^{\omega}\right)$ have the same dimension. By the exact sequence of the pair $\left(W_{F}, M_{L}\right)$, we get

$$
\begin{equation*}
\eta_{F}(\omega)=\operatorname{dim} \operatorname{ker}\left(H_{1}\left(M_{L} ; \mathbb{C}^{\omega}\right) \xrightarrow{i_{*}} H_{1}\left(W_{F} ; \mathbb{C}^{\omega}\right)\right) \tag{14}
\end{equation*}
$$

for all $\omega \in \mathbb{T}^{\mu}$.
Now, recall from [6, Proposition 3.1] that since $F$ is totally connected, we have $\pi_{1}\left(V_{F}\right)=\mathbb{Z}^{\mu}$. The homomorphism $\pi_{1}\left(Y_{F}\right) \rightarrow \mathbb{Z}^{\mu}$ being an isomorphism by Lemma 4.1, and the meridional homomorphism $\pi_{1}(P(F)) \rightarrow \mathbb{Z}^{\mu}$ being onto, the Seifert-van Kampen theorem implies that $\pi_{1}\left(W_{F}\right) \cong \mathbb{Z}^{\mu}$. Indeed, one easily checks that since the diagonal homomorphism $\pi_{1}(P(F)) \rightarrow \mathbb{Z}^{\mu}$ is onto and the other maps to $\mathbb{Z}^{\mu}$ are isomorphisms, the following diagram satisfies the universal property of the pushout (or amalgamated product):


As a consequence, the $\mathbb{Z}^{\mu}$-cover $\widetilde{W_{F}}$ of $W_{F}$ satisfies $\pi_{1}\left(\widetilde{W_{F}}\right) \cong H_{1}\left(\widetilde{W_{F}}\right)=0$. Therefore, the Universal Coefficient Spectral Sequence (see Theorem B.3) implies that for any $\omega \in \mathbb{T}^{\mu} \backslash\{(1, \ldots, 1)\}$, we have an exact sequence

$$
H_{1}\left(\widetilde{W_{F}} ; \mathbb{C}\right) \otimes_{\Lambda_{\mu}} \mathbb{C}^{\omega} \rightarrow H_{1}\left(W_{F} ; \mathbb{C}^{\omega}\right) \rightarrow \operatorname{Tor}_{1}^{\Lambda_{\mu}}\left(\mathbb{C}, \mathbb{C}^{\omega}\right) \rightarrow 0
$$

Since $\widetilde{W_{F}}$ is simply-connected, Lemma 4.4 implies that $H_{1}\left(W_{F} ; \mathbb{C}^{\omega}\right)=0$. This, together with Equation (14), yields the result for $\omega \neq(1, \ldots, 1)$.

For $\omega=(1, \ldots, 1)$, Equation (14) shows that $\eta_{F}(\omega)$ is equal to the dimension of the kernel of the inclusion induced map $i_{*}: H_{1}\left(M_{L} ; \mathbb{C}\right) \rightarrow H_{1}\left(W_{F} ; \mathbb{C}\right)$. Since the homomorphism $\pi_{1}\left(W_{F}\right) \rightarrow \mathbb{Z}^{\mu}$ is an isomorphism compatible with the surjective meridional homomorphism $\pi_{1}\left(M_{L}\right) \rightarrow \mathbb{Z}^{\mu}$, the $\operatorname{map} i_{*}$ is surjective onto $H_{1}\left(W_{F} ; \mathbb{C}\right) \simeq \mathbb{C}^{\mu}$. The proposition follows.

Proof of Theorem 4.3. Given a colored link $L$ and $\omega \in \mathbb{T}^{\mu}$, consider the associated signature defect

$$
\operatorname{dsign}_{\omega}\left(W_{F}\right):=\sigma_{\omega}\left(W_{F}\right)-\sigma\left(W_{F}\right) .
$$

By [8, Corollary 2.11], this number only depends on $\partial W_{F}=M_{L}=X_{L} \cup-P(\bar{L})$ if $\omega \in \mathbb{T}_{*}^{\mu}$. Moreover, this proof easily extends to general $\omega \in \mathbb{T}^{\mu}$ since the arguments hold for any twisted coefficient system, and if the twisted coefficient system is trivial, then the signature defect vanishes by definition.

As mentioned above, this 3 -manifold only depends on $L$. This shows that $\operatorname{dsign}_{\omega}\left(W_{F}\right)$ is an invariant of $L$, i.e. does not depend on the choice of $F$. Since $\operatorname{dsign}_{\omega}\left(W_{F}\right)=\sigma_{F}(\omega)-\sigma\left(W_{F}\right)$ by definition, it only remains to check that the untwisted signature $\sigma\left(W_{F}\right)$ only depends on $L$.

This can be verified by applying the Novikov-Wall theorem to the decomposition

$$
W_{F}=V_{F} \cup_{P(F)} Y_{F} .
$$

Since the inclusion induced map $H_{2}\left(\partial V_{F}\right) \rightarrow H_{2}\left(V_{F}\right)$ is surjective (see e.g. the proof of [8, Proposition 3.3]) the intersection form on $H_{2}\left(V_{F}\right)$ vanishes, and so does $\sigma\left(V_{F}\right)$. Also, we have $\sigma\left(Y_{F}\right)=0$ by Lemma 4.1. Hence, the signature of $W_{F}$ coincides with the Maslov index associated to this gluing. Using standard techniques (see e.g. the proof of [30, Lemma 5.4]), one easily checks that the three associated Lagrangians are fully determined by the linking numbers. Therefore, the Maslov index only depends on $L$.

Let us now assume that $\omega$ lies in $\mathbb{T}_{*}^{\mu}$. Then, the manifold $W_{F}$ is obtained by gluing $V_{F}$ and $Y_{F}$ along the plumbed 3-manifold $P(F)$, whose boundary $\partial P(F)$ is easily seen to be $\mathbb{C}^{\omega}$-acyclic. As a consequence, Novikov-Wall additivity applies, and we get

$$
\sigma_{F}(\omega)=\sigma_{\omega}\left(W_{F}\right)=\sigma_{\omega}\left(V_{F}\right)+\sigma_{\omega}\left(Y_{F}\right)
$$

for all $\omega \in \mathbb{T}_{*}^{\mu}$. Since $\sigma_{\omega}\left(Y_{F}\right)=0$ by Lemma 4.1 and $\sigma_{\omega}\left(V_{F}\right)=\sigma_{L}(\omega)$ by definition, we recover the equality $\sigma_{F}(\omega)=\sigma_{L}(\omega)$ for all $\omega \in \mathbb{T}_{*}^{\mu}$.

We now turn to the nullity. Since $M_{L}$ only depends on $L$, Proposition 4.5 immediately implies that $\eta_{F}(\omega)$ is an invariant for all $\omega \in \mathbb{T}^{\mu}$. Let us finally assume that $\omega$ belongs to $\mathbb{T}_{*}^{\mu}$. In that case, the spaces $P(L)$ and $P(F)$ are clearly $\mathbb{C}^{\omega}$-acyclic, see e.g. the proof of Lemma 2.10. Since $\partial W_{F}$ is obtained by gluing $X_{L}$ to $P(\bar{L})$ along the $\mathbb{C}^{\omega}$-acyclic space $\partial X_{L}$, the Mayer-Vietoris exact sequence implies that the inclusion of $X_{L}$ in $\partial W_{F}$ induces isomorphisms in homology with coefficients in $\mathbb{C}^{\omega}$. Hence, Proposition 4.5 yields

$$
\eta_{F}(\omega)=\operatorname{dim} H_{1}\left(\partial W_{F} ; \mathbb{C}^{\omega}\right)=\operatorname{dim} H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)=\eta_{L}(\omega) .
$$

This completes the proof.
Since $\sigma_{F}$ and $\eta_{F}$ are invariants of $L$ that extend $\sigma_{L}$ and $\eta_{L}$, we can denote them by these same symbols

$$
\sigma_{L}: \mathbb{T}^{\mu} \longrightarrow \mathbb{Z} \quad \text { and } \quad \eta_{L}: \mathbb{T}^{\mu} \longrightarrow \mathbb{Z}
$$

The extension of these invariants raises a natural question, namely: do the properties of the original invariant propagate to these extended versions? For example, Proposition 2.5 of [4] states that if a $\mu$-colored link $L^{\prime}$ is obtained from a $(\mu+1)$-colored link $L$ by identifying the colors of its sublinks $L_{\mu}$ and $L_{\mu+1}$, then the corresponding signatures and nullities are related by

$$
\begin{aligned}
\sigma_{L^{\prime}}\left(\omega_{1}, \ldots, \omega_{\mu}\right) & =\sigma_{L}\left(\omega_{1}, \ldots, \omega_{\mu}, \omega_{\mu}\right)-\operatorname{lk}\left(L_{\mu}, L_{\mu+1}\right), \\
\eta_{L^{\prime}}\left(\omega_{1}, \ldots, \omega_{\mu}\right) & =\eta_{L}\left(\omega_{1}, \ldots, \omega_{\mu}, \omega_{\mu}\right)
\end{aligned}
$$

for all $\left(\omega_{1}, \ldots, \omega_{\mu}\right) \in \mathbb{T}_{*}^{\mu}$. We expect these formulas to extend to $\mathbb{T}^{\mu} \backslash\{(1, \ldots, 1)\}$. Also, Theorem 4.1 of [4] asserts that the signature and nullity of a $\mu$-colored link $L$ are piecewise continuous along strata of $\mathbb{T}_{*}^{\mu}$ defined via the Alexander ideals of $L$. Once again, we expect such a result to hold using what could be described as multivariable Hosokawa ideals. (We refer to Remark 5.7 for the appearance of the classical Hosokawa polynomial [17] in our theory.) Finally, it is known the signature and nullity are invariant under concordance when restricted to some explicit dense subset of $\mathbb{T}_{*}^{\mu}$, see [8, Corollary 3.13], a result that we also expect to hold for the extended signatures.

However, we shall postpone the answer to these questions to later study, focusing in the present article on the object of its title.
4.2. Torres formulas for the signature. The aim of this section is to relate the signature of a colored link $L=L_{1} \cup L_{2} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ evaluated at $\omega=\left(1, \omega^{\prime}\right) \in \mathbb{T}^{\mu}$ with the signature of $L^{\prime}$ evaluated at $\omega^{\prime} \in \mathbb{T}^{\mu-1}$. On any given example, the techniques used below allow us to find a relation. However, such a fully general Torres formula does not admit an easily presentable closed form (see Remark 4.11 below). For this reason, we shall make several natural assumptions.

First of all, we restrict ourselves to $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$. Also, we assume that $L$ belongs to one of the following three classes (which include all ordered links):

1. oriented links (i.e. 1-colored links);
2. $\mu$-colored links $L=L_{1} \cup L^{\prime}$ with $\mu \geq 2$ and $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all $K \subset L_{1}$ and $K^{\prime} \subset L^{\prime}$;
3. $\mu$-colored links $L=L_{1} \cup L^{\prime}$ with no $K \subset L_{1}$ such that $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all $K^{\prime} \subset L^{\prime}$.

To state the corresponding Torres formulas, we need several preliminary notations. Let us assume that $L=L_{1} \cup L^{\prime}$ is algebraically split, i.e. that $1 \mathrm{k}\left(K, K^{\prime}\right)=0$ for all $K \subset L_{1}$ and $K^{\prime} \subset L^{\prime}$, and fix $\omega=\left(1, \omega^{\prime}\right) \in \mathbb{T}^{\mu}$ with $\omega^{\prime} \in \mathbb{T}^{\mu-1}$. Then, we have $H_{1}\left(\partial \nu(L) ; \mathbb{C}^{\omega}\right)=H_{1}\left(\partial \nu\left(L_{1}\right) ; \mathbb{C}\right)$, so this space admits the natural basis $\left\{m_{K}, \ell_{K}\right\}_{K \subset L_{1}}$, with $m_{K}$ a meridian of $\partial \nu(K)$ and $\ell_{K}$ a longitude of $\partial \nu(K)$, chosen so that $\operatorname{lk}\left(L_{1}, \ell_{K}\right)=0$ and $m_{K} \cdot \ell_{K}=-1$ (recall Remark 2.9). Since the kernel of the inclusion induced map $H_{1}\left(\partial \nu(L) ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)$ is half-dimensional, it is freely generated by $n:=\left|L_{1}\right|$ elements $x_{1}, \ldots, x_{n}$ that can be expressed as

$$
\begin{equation*}
x_{j}=\sum_{K \subset L_{1}} \alpha_{j K} m_{K}+\beta_{j K} \ell_{K} \tag{15}
\end{equation*}
$$

for some complex numbers $\alpha_{j K}, \beta_{j K}$ depending on $L$ and on $\omega$. Let $\mathcal{F}=\left(f_{i j}\right)$ be the $n \times n$ matrix defined by

$$
\begin{equation*}
f_{i j}=-\sum_{K \subset L_{1}} \alpha_{i K} \overline{\beta_{j K}} \tag{16}
\end{equation*}
$$

The kernel generated by the $x_{j}$ s being isotropic with respect to the sesquilinear intersection form, we have $x_{i} \cdot x_{j}=0$ for all $1 \leq i, j \leq n$, implying that $F$ is a Hermitian matrix.

We are finally ready to state the main result of the section: three Torres-type formulas for the three cases displayed above.
Theorem 4.6. 1. If $L$ is a (1-colored) oriented link, then $\sigma_{L}(1)=\operatorname{sgn}\left(L k_{L}\right)$, with $L k_{L}$ the linking matrix defined by (1).
2. If $L=L_{1} \cup L^{\prime}$ is an algebraically split $\mu$-colored link with $\mu \geq 2$, then for any $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, we have $\sigma_{L}\left(1, \omega^{\prime}\right)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right)+\sigma(\mathcal{F})$, with $\mathcal{F}$ the Hermitian matrix defined by (16).
3. If $L=L_{1} \cup L^{\prime}$ is a $\mu$-colored link with no $K \subset L_{1}$ such that $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all $K^{\prime} \subset L^{\prime}$, then $\sigma_{L}\left(1, \omega^{\prime}\right)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right)$ for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$.
Let us point out that this result immediately implies the following (general) Torres-type formula in the case where $L_{1}$ is a knot.
Corollary 4.7. Let $L=L_{1} \cup L^{\prime}$ be a $\mu$-colored link with $L_{1}$ a knot. If $\mu=1$, then $\sigma_{L}(1)=0$. If $\mu \geq 2$, then for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, we have

$$
\sigma_{L}\left(1, \omega^{\prime}\right)= \begin{cases}\sigma_{L^{\prime}}\left(\omega^{\prime}\right)-\operatorname{sgn}\left(\alpha_{L}\left(\omega^{\prime}\right) \overline{\beta_{L}\left(\omega^{\prime}\right)}\right) & \text { if } \operatorname{lk}\left(L_{1}, K^{\prime}\right)=0 \text { for all } K^{\prime} \subset L^{\prime} \\ \sigma_{L^{\prime}}\left(\omega^{\prime}\right) & \text { else },\end{cases}
$$

where $\alpha_{L}\left(\omega^{\prime}\right), \beta_{L}\left(\omega^{\prime}\right) \in \mathbb{C}$ are such that $\alpha_{L}\left(\omega^{\prime}\right) m+\beta_{L}\left(\omega^{\prime}\right) \ell$ generates the kernel of the inclusion induced map $H_{1}\left(\partial \nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)$.

Before starting the proof of Theorem 4.6, several remarks are in order.
Remark 4.8. 1. In theory, the matrix $\mathcal{F}$ appearing in the algebraically split case can be computed from a diagram for the link $L$. Indeed, one can first compute the Wirtinger presentation of the link group from the diagram, then use Fox calculus to determine the homology group $H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)$, and eventually find a basis of the kernel in $H_{1}\left(\partial X_{L} ; \mathbb{C}^{\omega}\right)$ of the inclusion induced map.
2. If $L_{1}$ is a knot, then much more can be said. In such a case indeed, following the terminology of [11], the correction term $-\operatorname{sgn}\left(\alpha_{L}\left(\omega^{\prime}\right) \overline{\beta_{L}\left(\omega^{\prime}\right)}\right)$ is nothing but the sign of the slope

$$
\left(L_{1} / L^{\prime}\right)\left(\omega^{\prime}\right):=-\frac{\alpha_{L}\left(\omega^{\prime}\right)}{\beta_{L}\left(\omega^{\prime}\right)} \in \mathbb{R} \cup\{\infty\}
$$

with the convention that $\operatorname{sgn}(\infty)=0$. By [11, Theorem 3.2], it can be computed via

$$
\begin{equation*}
\left(L_{1} / L^{\prime}\right)\left(\omega^{\prime}\right)=-\frac{\frac{\partial \nabla_{L}}{\partial t_{1}}\left(1, \sqrt{\omega^{\prime}}\right)}{2 \nabla_{L^{\prime}}\left(\sqrt{\omega^{\prime}}\right)} \tag{17}
\end{equation*}
$$

as long as this fraction makes sense (i.e. as long as both the numerator and denominator do not both vanish), where $\nabla$ stands for the Conway function.
3. If $L_{1}$ is a knot, then the resulting formula (stated in the introduction as Theorem 1.5) should be compared with [11, Lemma 4.9] which deals with the 'literal' extension of the signature. The latter statement illustrates how this 'naive' extension is in general not well-defined.

Example 4.9. Consider the links $L=L(k)=L_{1} \cup L_{2}$ given in Figure 2, and let us assume $k \neq 0$ (i.e. that $L(k)$ is non-trivial). As was computed in Example 2.4, we have $\sigma_{L}(\omega)=\operatorname{sgn}(k)$ for all $\omega \in \mathbb{T}_{*}^{2}$. Since $\operatorname{lk}\left(L_{1}, L_{2}\right)=0$ and $L_{2}=L^{\prime}$ is a trivial knot, Corollary 4.7 leads to

$$
\sigma_{L}\left(1, \omega^{\prime}\right)=-\operatorname{sgn}\left(\alpha_{L}\left(\omega^{\prime}\right) \overline{\beta_{L}\left(\omega^{\prime}\right)}\right)=\operatorname{sgn}\left(\left(L_{1} / L^{\prime}\right)\left(\omega^{\prime}\right)\right)
$$

for all $\omega^{\prime}=\omega_{2} \neq 1$. The well-known value $\nabla_{L^{\prime}}(t)=\left(t-t^{-1}\right)^{-1}$ together with Equation (4) for $\nabla_{L}$ then enable us to compute

$$
\begin{equation*}
\left(L_{1} / L^{\prime}\right)\left(\omega^{\prime}\right)=-k\left(\sqrt{\omega^{\prime}}-\frac{1}{\sqrt{\omega^{\prime}}}\right)^{2}=4 k \sin (\pi \theta)^{2} \tag{18}
\end{equation*}
$$

for $\omega^{\prime}=e^{2 i \pi \theta}$. Hence, we have $\sigma_{L}(\omega)=\operatorname{sgn}(k)$ for all $\omega \in \mathbb{T}^{2} \backslash\{(1,1)\}$ : on these examples, the signature extends continuously across the axes.
Example 4.10. In the case of the torus link $L=T(2,2 \ell)$, Theorem 4.12 simply stated that the signature extends to $\sigma_{L}(1, \omega)=\sigma_{L}(\omega, 1)=0$ for all $\omega \in \mathbb{T}_{*}^{1}$. This extension is trivial, but nevertheless very natural. Indeed, by Example 2.5, it coincides with the average of the limits on either sides of the axes.

Proof of Theorem 4.6. Let us start with an arbitrary $\mu$-colored link $L=L_{1} \cup L_{2} \cup \cdots \cup L_{\mu}=L_{1} \cup L^{\prime}$ and an element $\omega=\left(1, \omega^{\prime}\right)$ of $\mathbb{T}^{\mu}$ with $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$. Let $F=F_{1} \cup F^{\prime}$ be a surface in $B^{4}$ bounding $L=$ $L_{1} \cup L^{\prime}$, obtained by pushing a totally connected C-complex inside $B^{4}$, and let $W_{F}=V_{F} \cup Y_{F}$ and $W_{F^{\prime}}=V_{F^{\prime}} \cup Y_{F^{\prime}}$ be the corresponding 4-manifolds (recall Section 4.1). The idea is now to apply the Novikov-Wall theorem to the decompositions:

1. $V_{F^{\prime}}=V_{F} \cup \nu\left(F_{1}^{\circ}\right)$, yielding $\sigma_{\omega}\left(V_{F}\right)=\sigma_{\omega^{\prime}}\left(V_{F^{\prime}}\right)$;
2. $W^{\prime}=V_{F^{\prime}} \cup Y_{F^{\prime}}$, yielding $\sigma_{\omega^{\prime}}\left(W_{F^{\prime}}\right)=\sigma_{\omega^{\prime}}\left(V_{F^{\prime}}\right)+\sigma_{\omega^{\prime}}\left(Y_{F^{\prime}}\right)$;
3. $W=V_{F} \cup Y_{F}$, yielding $\sigma_{\omega}\left(W_{F}\right)=\sigma_{\omega}\left(V_{F}\right)+\sigma_{\omega}\left(Y_{F}\right)+\mathcal{M}$ for some Maslov index $\mathcal{M}$.

Since we know that $\sigma_{\omega}\left(Y_{F}\right)=\sigma_{\omega^{\prime}}\left(Y_{F^{\prime}}\right)=0$ by Lemma 2.11, these three claims imply the equality

$$
\sigma_{L}(\omega)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right)+\mathcal{M}
$$

We start with the first claim, namely the fact that the Novikov-Wall theorem applied to the decomposition $V_{F^{\prime}}=V_{F} \cup \nu\left(F_{1}^{\circ}\right)$ yields to equality $\sigma_{\omega}\left(V_{F}\right)=\sigma_{\omega^{\prime}}\left(V_{F^{\prime}}\right)$. First note that if $\mu=1$, then this amounts to proving that $\sigma\left(V_{F}\right)$ vanishes, a well-known fact (see e.g. [8, Proposition 3.3]). Therefore, we can assume $\mu \geq 2$. Since $F_{1}^{\circ}$ is a surface with boundary, the 4 -manifold $\nu\left(F_{1}^{\circ}\right) \simeq$ $F_{1}^{\circ} \times D^{2}$ has the homotopy type of a 1-dimensional CW-complex, and its signature vanishes.

To compute the correction term, first note that the 3-manifold $M_{1}:=V_{F} \cap \nu\left(F_{1}^{\circ}\right)$ is equal to $F_{1}^{\circ} \times S^{1}$, with boundary $\Sigma:=\partial \nu\left(L_{1}\right) \cup \bigsqcup_{e} T_{e}$, where $\left\{T_{e}\right\}_{e}$ denotes the tori corresponding to
the intersections of $F_{1}$ with the other surfaces. Since $\omega^{\prime}$ belongs to $\mathbb{T}_{*}^{\mu-1}$, these tori are $\mathbb{C}^{\omega}$-acyclic, leading to $H_{1}\left(\Sigma ; \mathbb{C}^{\omega}\right)=H_{1}\left(\partial \nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right)$. Clearly, this space is freely generated by $\left\{m_{K}, \ell_{K}\right\}_{K \in \mathcal{K}_{1}}$ with indices ranging over the set

$$
\mathcal{K}_{1}=\left\{K \subset L_{1} \mid \omega_{2}^{\operatorname{lk}\left(K, L_{2}\right)} \cdots \omega_{\mu}^{1 \mathrm{k}\left(K, L_{\mu}\right)}=1\right\}
$$

Now, observe that since we assumed $F$ connected and $\mu \geq 2$, the surface $F_{1}$ intersects the rest of the bounding surface, so $H_{0}\left(F_{1}^{\circ} ; \mathbb{C}^{\omega}\right)$ vanishes. By the Künneth formula, we get $H_{1}\left(M_{1} ; \mathbb{C}^{\omega}\right) \simeq$ $H_{1}\left(F_{1}^{\circ} ; \mathbb{C}^{\omega}\right)$. This implies that the meridians $\left\{m_{K}\right\}_{K \in \mathcal{K}_{1}}$ lie in the kernel of the inclusion induced map $H_{1}\left(\Sigma ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(M_{1} ; \mathbb{C}^{\omega}\right)$. Since the dimension of this kernel is equal to the cardinal of $\mathcal{K}_{1}$, these meridians freely generate this kernel.

To determine the second Lagrangian, observe that since $\nu\left(F_{1}\right)$ is homeomorphic to $F_{1} \times D^{2}$, we have

$$
M_{2}:=\partial \nu\left(F_{1}\right) \backslash M_{1} \simeq\left(\nu\left(L_{1}\right) \cup\left(F_{1} \times S^{1}\right)\right) \backslash\left(F_{1}^{\circ} \times S^{1}\right)=\nu\left(L_{1}\right) \cup \bigsqcup_{e}\left(D^{2} \times S^{1}\right)
$$

where the solid tori are indexed by the double points in $F_{1}$. Since $\omega^{\prime}$ belongs to $\mathbb{T}_{*}^{\mu-1}$, these tori are $\mathbb{C}^{\omega}$-acyclic, and we have $H_{1}\left(M_{2} ; \mathbb{C}^{\omega}\right)=H_{1}\left(\nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right)$, a space freely generated by $\left\{\ell_{K}\right\}_{K \in \mathcal{K}_{1}}$. As a consequence, the Lagrangian given by the kernel of the inclusion induced map $H_{1}\left(\Sigma ; \mathbb{C}^{\omega}\right) \rightarrow$ $H_{1}\left(M_{2} ; \mathbb{C}^{\omega}\right)$ admits the basis $\left\{m_{K}\right\}_{K \in \mathcal{K}_{1}}$, and coincides with the first Lagrangian. Therefore, the Maslov correction term vanishes, completing the proof of the first claim.

The proof of the second claim in straightforward. Indeed, in the case of the decomposition $W_{F^{\prime}}=V_{F^{\prime}} \cup Y_{F^{\prime}}$, the surface $\Sigma$ is given by $\partial X_{L^{\prime}}$, and the fact that $\omega^{\prime}$ lies in $\mathbb{T}_{*}^{\mu-1}$ immediately yields $H_{1}\left(\partial X_{L^{\prime}} ; \mathbb{C}^{\omega}\right)=0$ and hence the additivity of the signature.

We now turn to the third and last step, i.e. the application of the Novikov-Wall theorem to the decomposition $W_{F}=V_{F} \cup Y_{F}$ along $P(F)$. Since the orientation on $W_{F}$ induces an orientation on $V_{F}$ and $Y_{F}$ such that $\partial Y_{F}=P(F) \cup-P(\bar{L})$ and $\partial V_{F}=X_{L} \cup-P(F)$, we have

$$
\sigma_{\omega}\left(W_{F}\right)=\sigma_{\omega}\left(V_{F}\right)+\sigma_{\omega}\left(Y_{F}\right)+\operatorname{Maslov}\left(\mathcal{L}_{-}, \mathcal{L}_{0}, \mathcal{L}_{+}\right)
$$

where $\mathcal{L}_{-}\left(\right.$resp. $\left.\mathcal{L}_{0}, \mathcal{L}_{+}\right)$denotes the kernel of the inclusion induced maps from $H_{1}\left(\partial X_{L} ; \mathbb{C}^{\omega}\right)$ to $H_{1}\left(P(\bar{L}) ; \mathbb{C}^{\omega}\right)\left(\right.$ resp. $\left.H_{1}\left(P(F) ; \mathbb{C}^{\omega}\right), H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)\right)$. As above, the space $H_{1}\left(\partial X_{L} ; \mathbb{C}^{\omega}\right)$ is freely generated by $\left\{m_{K}, \ell_{K}\right\}_{K \in \mathcal{K}_{1}}$, and it remains to compute the three Lagrangians.

By Lemma 2.10 applied to $P(\bar{L})$, we know that $\mathcal{L}_{-}$admits the basis $\left\{c_{K}\right\}_{K \in \mathcal{K}_{1}}$, where

$$
c_{K}= \begin{cases}\ell_{K} & \text { if } \operatorname{lk}\left(K, K^{\prime}\right)=0 \text { for all } K^{\prime} \subset L^{\prime} \\ m_{K} & \text { else }\end{cases}
$$

Since $F$ is connected, Lemma 2.10 applied to $P(F)$ shows that $\mathcal{L}_{0}$ is freely generated by $\left\{m_{K}\right\}_{K \in \mathcal{K}_{1}}$ if $\mu \geq 2$. For $\mu=1$, one last use of Lemma 2.10 shows that $\mathcal{L}_{2}$ admits the vectors $\sum_{K} \ell_{K}$ and $\left\{m_{K}-m_{K_{0}}\right\}_{K \subset L}$ as a basis, with $K_{0}$ any fixed component of $L=L_{1}$. Finally and by definition, the third Lagrangian $\mathcal{L}_{+}$admits a basis $\left\{x_{j}\right\}_{j}$, which can be described in coordinates as in Equation (15) above.

This is the point where a presentable closed formula becomes out of reach, and we focus on the three cases as in the statement of the theorem. Let us first assume that $\mu=1$. In this case, the computation of the Maslov index can be performed as in the proof of [30, Lemma 5.4], leading to $\operatorname{Maslov}\left(\mathcal{L}_{-}, \mathcal{L}_{0}, \mathcal{L}_{+}\right)=\sigma\left(L k_{L}\right)$. Let us now assume that $L$ satisfies the condition of the third point. This precisely means that the Lagrangians $\mathcal{L}_{-}$and $\mathcal{L}_{0}$ coincide, leading to the Maslov index vanishing. Let us finally assume that $L=L_{1} \cup L^{\prime}$ is algebraically split with $\mu \geq 2$, and recall the notation of Equation (15). As explained in Section 2.4, the Maslov index is given by the signature of the form $f$ on $\left(\mathcal{L}_{-}+\mathcal{L}_{0}\right) \cap \mathcal{L}_{+}$defined as follows: if $a=a_{-}+a_{0} \in\left(\mathcal{L}_{-}+\mathcal{L}_{0}\right) \cap \mathcal{L}_{+}$ with $a_{-} \in \mathcal{L}_{-}, a_{0} \in \mathcal{L}_{0}$ and $b \in\left(\mathcal{L}_{-}+\mathcal{L}_{0}\right) \cap \mathcal{L}_{+}$, then $f(a, b)=a_{0} \cdot b$. Since $L=L_{1} \cup L^{\prime}$ is algebraically split, $\mathcal{L}_{-}$is freely generated by $\left\{\ell_{K}\right\}_{K \subset L_{1}}, \mathcal{L}_{0}$ is freely generated by $\left\{m_{K}\right\}_{K \subset L_{1}}$, and we have $\left(\mathcal{L}_{-}+\mathcal{L}_{0}\right) \cap \mathcal{L}_{+}=\mathcal{L}_{+}$. Therefore, we get

$$
f\left(x_{i}, x_{j}\right)=\left(\sum_{K \subset L_{1}} \alpha_{i K} m_{K}\right) \cdot\left(\sum_{K \subset L_{1}} \alpha_{j K} m_{K}+\beta_{j K} \ell_{K}\right)=\sum_{K \subset L_{1}} \alpha_{i K} \overline{\beta_{j K}}(\overbrace{m_{K} \cdot \ell_{K}}^{-1})=f_{i j},
$$

using the third part of Remark 2.9. This concludes the proof.

Remark 4.11. 1. There is no obstacle to relating $\sigma_{L}(\omega)$ and $\sigma_{L^{\prime}}\left(\omega^{\prime}\right)$ in the general setting of an arbitrary colored link $L=L_{1} \cup L^{\prime}$. Indeed, the proof above leads to the formula

$$
\sigma_{L}(\omega)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right)+\operatorname{Maslov}\left(\mathcal{L}_{1}, \mathcal{L}_{2}, \mathcal{L}_{3}\right)
$$

where $\mathcal{L}_{1}, \mathcal{L}_{2}, \mathcal{L}_{3}$ are explicit Lagrangians of an explicit symplectic vector space. The issue is that, outside of the three cases highlighted in Theorem 4.6, there does not seem to be a self-contained closed formula for this Maslov index.
2. The same can be said of the restriction to $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$ : Lemma 2.10 can easily be extended to arbitrary values of $\omega \in \mathbb{T}^{\mu}$, leading to formulas of the form displayed above valid for any $\omega=\left(1, \omega^{\prime}\right)$ with $\omega^{\prime} \in \mathbb{T}^{\mu-1}$. Once again, it is not difficult to give explicit description of the corresponding Lagrangian subspaces, but their Maslov index does not admit a simple closed formula in general.
4.3. Torres formulas for the nullity. As we did for the signature in the previous section, we now want to relate the nullity of a $\mu$-colored link $L=L_{1} \cup \ldots \cup L_{\mu}$ at $\omega=\left(1, \omega^{\prime}\right)$ to the nullity of $L^{\prime}=L_{2} \cup \ldots \cup L_{\mu}$ at $\omega^{\prime}$. As in Theorem 4.6, we will assume $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, and will restrict our attention to the same three cases (the second case being slightly less general in the statement below).
Theorem 4.12. 1. If $L$ is a (1-colored) oriented link, then $\eta_{L}(1)=\eta\left(L k_{L}\right)-1$.
2. If $L=L_{1} \cup L^{\prime}$ is algebraically split with $\mu \geq 2$ and $L_{1}$ is a knot, then for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$,

$$
\eta_{L}\left(1, \omega^{\prime}\right)= \begin{cases}\eta_{L^{\prime}}\left(\omega^{\prime}\right)+1 & \text { if }\left(L_{1} / L^{\prime}\right)\left(\omega^{\prime}\right)=0 \\ \eta_{L^{\prime}}\left(\omega^{\prime}\right)-1 & \text { if }\left(L_{1} / L^{\prime}\right)\left(\omega^{\prime}\right)=\infty \\ \eta_{L^{\prime}}\left(\omega^{\prime}\right) & \text { else } .\end{cases}
$$

3. If there is no $K \subset L_{1}$ such that $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all $K^{\prime} \subset L^{\prime}$, then we have

$$
\eta_{L}\left(1, \omega^{\prime}\right)=\eta_{L^{\prime}}\left(\omega^{\prime}\right)-\left|L_{1}\right|+\sum_{K \subset L_{1}} \sum_{K^{\prime} \subset L^{\prime}}\left|\operatorname{lk}\left(K, K^{\prime}\right)\right|
$$

for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, where $\left|L_{1}\right|$ denotes the number of components of $L_{1}$, and the sums run over all components $K$ of $L_{1}$ and $K^{\prime}$ of $L^{\prime}$.

Example 4.13. Consider the family of twist links $L(k)=L_{1} \cup L_{2}$ of Figure 2. Since these links are algebraically split with unknotted components and slope given by (18), we find that $\eta_{L(k)}$ extends continuously to the constant function equal to $\delta_{k 0}$ on the whole of $\mathbb{T}^{2} \backslash\{(1,1)\}$.
Example 4.14. Consider the torus link $L=T(2,2 \ell)$ studied in Example 2.5, assuming $\ell \neq 0$. By the third case of Theorem 4.12, we get

$$
\eta_{L}(1, \omega)=\eta_{L}(\omega, 1)=|\ell|-1
$$

for all $\omega \in \mathbb{T}_{*}^{1}=S^{1} \backslash\{1\}$. Such a value might seem surprising, as the nullity is at most 1 on $\mathbb{T}_{*}^{2}$. As we shall see, such a high number is necessary to account for the different values of the limits of the signatures when approaching 1 from different sides, see Remark 5.20.
Proof of Theorem 4.12. Let $L=L_{1} \cup \ldots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ be a $\mu$-colored link and let us fix $\omega=$ $\left(1, \omega^{\prime}\right)$ with $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$. By Proposition 4.5 , the nullity of $L$ at $\omega$ is equal to the dimension of $H_{1}\left(M_{L} ; \mathbb{C}^{\omega}\right)$ if $\mu \geq 2$, and to $\operatorname{dim} H_{1}\left(M_{L} ; \mathbb{C}\right)-1$ if $\mu=1$. Recall also that by Theorem 4.3 and the assumption $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, we have

$$
\begin{equation*}
\eta_{L^{\prime}}\left(\omega^{\prime}\right)=\operatorname{dim} H_{1}\left(M_{L^{\prime}} ; \mathbb{C}^{\omega^{\prime}}\right)=\operatorname{dim} H_{1}\left(X_{L^{\prime}} ; \mathbb{C}^{\omega^{\prime}}\right) \tag{19}
\end{equation*}
$$

Hence, we are left with the computation of the difference between the dimensions of $H_{1}\left(M_{L} ; \mathbb{C}^{\omega}\right)$ and of $H_{1}\left(\partial X_{L^{\prime}} ; \mathbb{C}^{\omega^{\prime}}\right)$.

To do so, we apply the Mayer-Vietoris exact sequence to the decompositions

$$
X_{L^{\prime}}=X_{L} \cup_{\partial \nu\left(L_{1}\right)} \nu\left(L_{1}\right) \quad \text { and } \quad M_{L}=X_{L} \cup_{\partial \nu(L)}-P(\bar{L}) .
$$

Let us start with the first decomposition, which leads to the exact sequence

$$
\begin{aligned}
H_{1}\left(\partial \nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right) & \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right) \oplus H_{1}\left(\nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(X_{L^{\prime}} ; \mathbb{C}^{\omega^{\prime}}\right) \\
& \rightarrow H_{0}\left(\partial \nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right) \rightarrow H_{0}\left(X_{L} ; \mathbb{C}^{\omega}\right) \oplus H_{0}\left(\nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right)
\end{aligned}
$$

Note that both spaces $H_{0}\left(\partial \nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right)$ and $H_{0}\left(\nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right)$ have dimension equal to the cardinal of

$$
\mathcal{K}_{1}=\left\{K \subset L_{1} \mid \omega_{2}^{\operatorname{lk}\left(K, L_{2}\right)} \cdots \omega_{\mu}^{\operatorname{lk}\left(K, L_{\mu}\right)}=1\right\}
$$

so the last arrow above is injective. By exactness, the second is therefore surjective. Similarly, the space $H_{1}\left(\partial \nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right)$ has dimension $2\left|\mathcal{K}_{1}\right|$, with a natural basis consisting of the meridiens and longitudes of elements of $\mathcal{K}_{1}$. Writing $V_{m}$ and $V_{\ell}$ for the subspaces spanned by these meridiens and longitudes, respectively, the map induced by the inclusion of $\partial \nu\left(L_{1}\right)$ in $\nu\left(L_{1}\right)$ restricts to an isomorphism $V_{\ell} \simeq H_{1}\left(\nu\left(L_{1}\right) ; \mathbb{C}^{\omega}\right)$ and to the zero map on $V_{m}$. As a consequence, we have the exact sequence

$$
V_{m} \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(X_{L^{\prime}} ; \mathbb{C}^{\omega^{\prime}}\right) \rightarrow 0
$$

which together with (19), yields the equality

$$
\begin{equation*}
\operatorname{dim} H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)=\eta_{L^{\prime}}\left(\omega^{\prime}\right)+\left|\mathcal{K}_{1}\right|-\operatorname{dim} \operatorname{ker}\left(V_{m} \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)\right) \tag{20}
\end{equation*}
$$

Next, consider the decomposition $M_{L}=X_{L} \cup_{\partial \nu(L)}-P(\bar{L})$, which yields the exact sequence

$$
\begin{aligned}
0 \rightarrow \operatorname{ker} \iota & \rightarrow H_{1}\left(\partial \nu(L) ; \mathbb{C}^{\omega}\right) \xrightarrow{\iota} H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right) \oplus H_{1}\left(P(\bar{L}) ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(M_{L} ; \mathbb{C}^{\omega}\right) \\
& \rightarrow H_{0}\left(\partial \nu(L) ; \mathbb{C}^{\omega}\right) \rightarrow H_{0}\left(X_{L} ; \mathbb{C}^{\omega}\right) \oplus H_{0}\left(P(\bar{L}) ; \mathbb{C}^{\omega}\right) \rightarrow H_{0}\left(M_{L} ; \mathbb{C}^{\omega}\right) \rightarrow 0
\end{aligned}
$$

Since the Euler characteristic of this sequence is 0 , we can write
$\beta_{1}\left(M_{L}\right)=\operatorname{dim} \operatorname{ker}(\iota)-\beta_{1}(\partial \nu(L))+\beta_{1}\left(X_{L}\right)+\beta_{1}(P(\bar{L}))+\beta_{0}(\partial \nu(L))-\beta_{0}\left(X_{L}\right)-\beta_{0}(P(\bar{L}))+\beta_{0}\left(M_{L}\right)$, where $\beta_{i}$ denotes the $i^{\text {th }}$ Betti number. Now, we can simplify this equation via the following observations.

- We have $\beta_{0}\left(X_{L}\right)=\beta_{0}\left(M_{L}\right)$ since both of these spaces are connected and both are either trivially or non-trivially twisted.
- As already mentioned, we have $\beta_{0}(\partial \nu(L))=\left|\mathcal{K}_{1}\right|$ and $\beta_{1}(\partial \nu(L))=2\left|\mathcal{K}_{1}\right|$.
- The Betti number $\beta_{0}(P(\bar{L}))$ is given by the number of components $K \subset L_{1}$ that are algebraically split from $L^{\prime}$, i.e. such that $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all $K^{\prime} \subset L^{\prime}$.
- We finally turn to $\beta_{1}(P(\bar{L}))$ : using the assumption $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$ together with the arguments of the proof of Lemma 2.10, we find that each disk in $P(\bar{L})$ contributes the number of punctures on it minus 1 if there are punctures, and contributes 1 otherwise; in other words, we have

$$
\beta_{1}(P(\bar{L}))=\beta_{0}(P(\bar{L}))+\sum_{K \subset L_{1}}\left(\left(\sum_{K^{\prime} \subset L^{\prime}}\left|\operatorname{lk}\left(K, K^{\prime}\right)\right|\right)-1\right),
$$

where the first sum runs over components $K$ of $L_{1}$ that are not algebraically split from $L^{\prime}$, and the second sum runs over all components $K^{\prime}$ of $L^{\prime}$.
Using these observations together with Equation (20), we get the following general result:

$$
\begin{equation*}
\beta_{1}\left(M_{L}\right)=\eta_{L^{\prime}}\left(\omega^{\prime}\right)+\operatorname{dim} \operatorname{ker}(\iota)-\operatorname{dim} \operatorname{ker}\left(V_{m} \rightarrow H_{1}\left(X_{L}\right)\right)+\sum_{K \subset L_{1}}\left(\left(\sum_{K^{\prime} \subset L^{\prime}}\left|\operatorname{lk}\left(K, K^{\prime}\right)\right|\right)-1\right) . \tag{21}
\end{equation*}
$$

We now consider the three particular cases appearing in the statement.
Let us first assume that for each $K \subset L_{1}$, there exists $K^{\prime} \subset L^{\prime}$ with $\operatorname{lk}\left(K, K^{\prime}\right) \neq 0$. Then, we know by Lemma 2.10 that $V_{m} \rightarrow H_{1}\left(P(\bar{L}) ; \mathbb{C}^{\omega}\right)$ is trivial while $V_{\ell} \rightarrow H_{1}\left(P(\bar{L}) ; \mathbb{C}^{\omega}\right)$ is an isomorphism. This implies the equality $\operatorname{ker}(\iota)=\operatorname{ker}\left(V_{m} \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)\right)$. Putting this into formula (21) yields

$$
\eta_{L}(\omega)=\beta_{1}\left(M_{L}\right)=\eta_{L^{\prime}}\left(\omega^{\prime}\right)+\sum_{K \subset L_{1}}\left(\left(\sum_{K^{\prime} \subset L^{\prime}}\left|\operatorname{lk}\left(K, K^{\prime}\right)\right|\right)-1\right)
$$

with the first sum now running over all components of $L_{1}$. This gives the third case in the statement.

Let us now assume that $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all components $K \subset L_{1}$ and $K^{\prime} \subset L^{\prime}$. In such a case, we know from Lemma 2.10 that $V_{\ell} \rightarrow H_{1}\left(P(\bar{L}) ; \mathbb{C}^{\omega}\right)$ is trivial while $V_{m} \rightarrow H_{1}\left(P(\bar{L}) ; \mathbb{C}^{\omega}\right)$ is an isomorphism, leading to $\operatorname{ker}(\iota)=\operatorname{ker}\left(V_{\ell} \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)\right)$. Therefore, the general formula (21) simplifies to

$$
\begin{equation*}
\beta_{1}\left(M_{L}\right)=\eta_{L^{\prime}}\left(\omega^{\prime}\right)+\operatorname{dim} \operatorname{ker}\left(V_{\ell} \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)\right)-\operatorname{dim} \operatorname{ker}\left(V_{m} \rightarrow H_{1}\left(X_{L} ; \mathbb{C}^{\omega}\right)\right) \tag{22}
\end{equation*}
$$

as the final sum now runs over an empty set. In the special case where $L_{1}$ is a knot, the dimensions of these kernels are determined by the slope $\left(L_{1} / L\right)\left(\omega^{\prime}\right)$ by definition (recall Remark 4.8). This leads to the second case in the statement.

Finally, let us assume that $L=L_{1}$ is a 1-colored link. In that case, the link $L^{\prime}$ being empty and the coefficients trivial, we have $\eta_{L^{\prime}}=\operatorname{dim} H_{1}\left(X_{L^{\prime}}\right)=0$ and $V_{m} \rightarrow H_{1}\left(X_{L}\right)$ is an isomorphism. Therefore, the general formula (22) yields

$$
\eta_{L}(1)=\beta_{1}\left(M_{L}\right)-1=\operatorname{dim} \operatorname{ker}\left(V_{\ell} \rightarrow H_{1}\left(X_{L}\right)\right)-1
$$

It remains to recall that the morphism $V_{\ell} \rightarrow H_{1}\left(X_{L}\right)$ is presented by the matrix $L k_{L}$, leading to the first case in the statement, and concluding the proof.

Remark 4.15. 1. As in the case of the signature, there is no obstacle to relating $\eta_{L}(\omega)$ and $\eta_{L^{\prime}}\left(\omega^{\prime}\right)$ in the general setting of an arbitrary colored link $L=L_{1} \cup L^{\prime}$. Indeed, the proof above leads to Equation (21), where the involved dimensions can be computed via Fox calculus on any given example. However, the general case does not yield a tractable closed formula.
2. Similarly, given any $\omega^{\prime} \in \mathbb{T}^{\mu-1}$ (and not necessarily in $\mathbb{T}_{*}^{\mu-1}$ ), one could in theory relate the nullity of $L$ at $\left(1, \omega^{\prime}\right)$ to the nullity of $L^{\prime}$ at $\omega^{\prime}$. However, that general case does not yield any tractable closed formula, since the homology of the plumbed manifolds and the kernels of the morphisms induced by inclusions of their boundaries are decidedly more complicated in that case.

## 5. Limits of signatures: the 4D approach

The aim of this section is to use the 4-dimensional approach of Section 4 to evaluate limits of signatures. It is divided as follows. In Section 5.1, we give the general strategy together with two preliminary lemmas. Then, the case of the Levine-Tristram signature is studied in Section 5.2, limits of multivariable signatures of colored links with all variables tending to 1 in Section 5.3 and more general limits of multivariable signatures in Section 5.4. Finally, Section 5.5 contains a discussion of the comparison of the three and four-dimensional approaches.
5.1. Preliminary lemmas, and the general strategy. The general idea of the 4 D approach for evaluating limits of signatures is to apply Lemma 2.1 to a matrix of the intersection form on $H_{2}\left(W_{F}, \mathbb{C}^{\omega}\right)$, and then to use the Torres formulas for the signature and nullity. For this idea to go through, we need to show that every element of $\mathbb{T}^{\mu} \backslash\{(1, \cdots, 1)\}$ admits an open neighborhood $U \subset \mathbb{T}^{\mu} \backslash\{(1, \cdots, 1)\}$ such that the intersection form on $H_{2}\left(W_{F}, \mathbb{C}^{\omega}\right)$ can be given by a common matrix $H_{U}(\omega)$ for all $\omega \in U$. This is a consequence of the following lemma.
Lemma 5.1. Let $\Lambda_{\mu}$ denote the group ring $\mathbb{C}\left[\mathbb{Z}^{\mu}\right]$, and let $Q\left(\Lambda_{\mu}\right)$ be its fraction field. Suppose that $(W, \psi)$ is a compact connected oriented 4-manifold over $\mathbb{Z}^{\mu}$ with connected boundary, such that the composition

$$
H_{1}(\partial W) \rightarrow H_{1}(W) \xrightarrow{\psi} \mathbb{Z}^{\mu}
$$

is surjective and $H_{1}\left(W ; \Lambda_{\mu}\right)=0$. Then, for any $j=1, \ldots, \mu$, there exists a Hermitian matrix $H_{j}$ over $Q\left(\Lambda_{\mu}\right)$ such that for any $\omega \in U_{j}:=\left\{\omega \in \mathbb{T}^{\mu}: \omega_{j} \neq 1\right\}$, the intersection form

$$
Q_{\omega}: H_{2}\left(W ; \mathbb{C}^{\omega}\right) \times H_{2}\left(W ; \mathbb{C}^{\omega}\right) \rightarrow \mathbb{C}
$$

is represented by $H_{j}(\omega)$. Furthermore, if $\mu=1$, then $Q_{\omega}$ is represented by a Hermitian matrix $H(\omega)$ for all $\omega \in S^{1}$.

We defer the proof of Lemma 5.1 to Appendix B. We will also need the following lemma.
Lemma 5.2. For any $\mu$-colored link $L$ and any $\omega \in \mathbb{T}^{\mu} \backslash\{(1, \ldots, 1)\}$, the nullity $\eta_{L}(\omega)$ is bounded below by the rank of the Alexander module $H_{1}\left(X_{L} ; \Lambda_{\mu}\right)$ of $L$.
Proof. Let $L$ be an arbitrary $\mu$-colored link, and fix $\omega \in \mathbb{T}^{\mu} \backslash\{(1, \ldots, 1)\}$. Consider the Universal Coefficient Spectral Sequence from Theorem B. 3

$$
E_{p, q}^{2}=\operatorname{Tor}_{p}^{\Lambda_{\mu}}\left(\mathbb{C}^{\omega}, H_{q}\left(\partial W_{F} ; \Lambda_{\mu}\right)\right) \Rightarrow H_{p+q}\left(\partial W_{F} ; \mathbb{C}^{\omega}\right)
$$

Since $H_{0}\left(\partial W_{F} ; \Lambda_{\mu}\right) \cong \mathbb{C}$, this spectral sequence yields an exact sequence

$$
\operatorname{Tor}_{2}^{\Lambda_{\mu}}\left(\mathbb{C}^{\omega}, \mathbb{C}\right) \rightarrow \mathbb{C}^{\omega} \otimes_{\Lambda_{\mu}} H_{1}\left(\partial W_{F} ; \Lambda_{\mu}\right) \rightarrow H_{1}\left(\partial W_{F} ; \mathbb{C}^{\omega}\right) \rightarrow \operatorname{Tor}_{1}^{\Lambda_{\mu}}\left(\mathbb{C}^{\omega}, \mathbb{C}\right) \rightarrow 0
$$

Since we assumed $\omega \neq(1, \ldots, 1)$, the Tor terms vanish by Lemma 4.4 and we have an isomorphism $H_{1}\left(\partial W_{F} ; \mathbb{C}^{\omega}\right) \cong \mathbb{C}^{\omega} \otimes_{\Lambda_{\mu}} H_{1}\left(\partial W_{F} ; \Lambda_{\mu}\right)$. Therefore, Proposition 4.5 leads to

$$
\begin{aligned}
\eta_{L}(\omega) & =\operatorname{dim}_{\mathbb{C}} H_{1}\left(M_{L} ; \mathbb{C}^{\omega}\right)=\operatorname{dim}_{\mathbb{C}} H_{1}\left(\partial W_{F} ; \mathbb{C}^{\omega}\right)=\operatorname{dim}_{\mathbb{C}}\left(\mathbb{C}^{\omega} \otimes_{\Lambda_{\mu}} H_{1}\left(\partial W_{F} ; \Lambda_{\mu}\right)\right) \\
& \geq \operatorname{rank}_{\Lambda_{\mu}} H_{1}\left(\partial W_{F} ; \Lambda_{\mu}\right) .
\end{aligned}
$$

Finally, since the modules $H_{*}\left(P(L) ; \Lambda_{\mu}\right)$ and $H_{*}\left(\partial \nu(L) ; \Lambda_{\mu}\right)$ are torsion, the Mayer-Vietoris exact sequence for $\partial W_{F}=X_{L} \cup P(L)$ implies that the ranks of $H_{1}\left(\partial W_{F} ; \Lambda_{\mu}\right)$ and $H_{1}\left(X_{L} ; \Lambda_{\mu}\right)$ coincide, concluding the proof.

Since the (rank of the) Alexander module will appear quite often, we now fix a notation for it following [16]. For any given $\mu$-colored link $L$, let us denote by

$$
A(L):=H_{1}\left(X_{L} ; \Lambda_{\mu}\right)
$$

the associated Alexander module over the ring $\Lambda_{\mu}$.
We are now ready to prove a preliminary version of our main result.
Proposition 5.3. For any $\mu$-colored link $L$, the inequality

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)-\sigma_{L}\left(1, \omega^{\prime}\right)\right| \leq \eta_{L}\left(1, \omega^{\prime}\right)-\operatorname{rank} A(L)
$$

holds for all $\omega^{\prime} \in \mathbb{T}^{\mu-1} \backslash\{(1, \ldots, 1)\}$.
Proof. Fix an arbitrary $\mu$-colored link $L$, and in case $\mu>1$, some $\omega^{\prime} \in \mathbb{T}^{\mu-1} \backslash\{(1, \ldots, 1)\}$. Set $\omega_{t}=\left(e^{ \pm i t}, \omega^{\prime}\right) \in \mathbb{T}^{\mu}$, with $t$ a non-negative real number, and let $W_{F}$ be the manifold associated with $L$ as in Section 4.1. Recall form the proof of Proposition 4.5 that the meridional homomorphism $\pi_{1}\left(W_{F}\right) \rightarrow \mathbb{Z}^{\mu}$ is an isomorphism, which implies that we are in the setting of Lemma 5.1. Hence, the intersection form on $H_{2}\left(W_{F} ; \mathbb{C}^{\omega_{t}}\right)$ can be given by a matrix $H(t)$ for all $t \geq 0$. Indeed, following the notation of Lemma 5.1, one can take $H(t)=H\left(\omega_{t}\right)$ if $\mu=1$ and $H(t)=H_{j}\left(\omega_{t}\right)$ for any $j>1$ if $\mu>1$. The statement now follows from Lemma 2.1 applied to $H(t)$, Definition 4.2, and Lemma 5.2.
5.2. Limits of the Levine-Tristram signature. Given an oriented link, recall the definition of the associated linking matrix $L k_{L}$ from Equation (1).
Theorem 5.4. For any oriented link L, we have

$$
\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)-\sigma\left(L k_{L}\right)\right| \leq \eta\left(L k_{L}\right)-1-\operatorname{rank} A(L)
$$

Proof. Let $L$ be an arbitrary oriented link. The $\mu=1$ case of Proposition 5.3 reads

$$
\left|\lim _{\omega \rightarrow 1^{ \pm}} \sigma_{L}(\omega)-\sigma_{L}(1)\right| \leq \eta_{L}(1)-\operatorname{rank} A(L)
$$

and the statement now follows immediately from the first points of Theorems 4.6 and 4.12 .
The following corollary is immediate.
Corollary 5.5. For any oriented link L, we have the inequality rank $A(L) \leq \eta\left(L k_{L}\right)-1$. Moreover, $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)=\sigma\left(L k_{L}\right)$ whenever the equality holds.

A first class of links for which the equality rank $A(L)=\eta\left(L k_{L}\right)-1$ holds is when the right-hand side vanishes, yielding the following result.

Corollary 5.6. If $L$ is an oriented link such that $\eta\left(L k_{L}\right)=1$, then $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)=\sigma\left(L k_{L}\right)$.
Remark 5.7. As we now show, the condition $\eta\left(L k_{L}\right)=1$ is equivalent to $(t-1)^{m}$ not dividing the non-vanishing Alexander polynomial $\Delta_{L}(t)$ in $\mathbb{Z}\left[t, t^{-1}\right]$, thus recovering the main result of [1]. Since this is clearly true for knots, we assume without loss of generality that $m \geq 2$. Recall that in such a case, the Hosokawa polynomial of $L[17]$ is defined by

$$
\nabla_{L}(t)=\frac{\Delta_{L}(t, \ldots, t)}{(t-1)^{m-2}} \in \mathbb{Z}\left[t, t^{-1}\right]
$$

By [17, Theorem 2], the value of $\nabla_{L}(1)$ is equal, up to a sign, to the determinant of the reduced linking matrix $\widetilde{L k_{L}}$ obtained from $L k_{L}$ by deleting one row and the corresponding column. Therefore, we see that $L k_{L}$ has nullity 1 if and only if $0 \neq \operatorname{det}\left(\widetilde{L k_{L}}\right)= \pm \nabla_{L}(1)$, which is equivalent to $(t-1)$ not dividing $\nabla_{L}(t)=\frac{\Delta_{L}(t, \ldots, t)}{(t-1)^{m-2}}=\frac{\Delta_{L}(t)}{(t-1)^{m-1}}$, and to $(t-1)^{m}$ not dividing $\Delta_{L}(t)$.

Another class of links for which the equality $\operatorname{rank} A(L)=\eta\left(L k_{L}\right)-1$ holds is when the left-hand side is maximal, i.e. equal to $m-1$. This is easily seen to be the case for boundary links (see e.g. [16], or [4, Corollary 3.6]), immediately leading to the following result.

Corollary 5.8. If $L$ is a boundary link, then $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)$ vanishes.
As another direct consequence of Theorem 5.4, we obtain the following corollary, which refines the last part of [14, Theorem 2.1], namely the inequality $\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)\right| \leq m-1$.
Corollary 5.9. For any m-component oriented link L, we have

$$
\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)\right| \leq m-1-\operatorname{rank} A(L)
$$

Proof. By the triangle inequality together with Theorem 5.4, we get

$$
\begin{aligned}
\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)\right| & \leq\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)-\sigma\left(L k_{L}\right)\right|+\left|\sigma\left(L k_{L}\right)\right| \\
& \leq \eta\left(L k_{L}\right)+\left|\sigma\left(L k_{L}\right)\right|-1-\operatorname{rank} A(L) \leq m-1-\operatorname{rank} A(L)
\end{aligned}
$$

yielding the proof.
Remark 5.10. Actually, it is not difficult to obtain Theorem 5.4 (and its corollaries) using the three-dimensional method of Section 3.
5.3. Limits of multivariable signatures with all variables tending to 1 . The results of Section 5.2 allow us to study and in some case, determine, the limits of multivariable signatures of colored links with all variables tending to 1 simultaneously. More involved limits are treated in Section 5.4.

Let $L=L_{1} \cup \cdots \cup L_{\mu}$ be an arbitrary $\mu$-colored link. For any choice of signs $\epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{\mu}\right) \in$ $\{ \pm 1\}^{\mu}$, let us write

$$
\lim _{\omega_{j} \rightarrow 1^{\epsilon_{j}}} \sigma_{L}\left(\omega_{1}, \ldots, \omega_{\mu}\right):=\lim _{\omega \rightarrow 1^{+}} \sigma_{L}\left(\omega^{\epsilon_{1}}, \ldots, \omega^{\epsilon_{\mu}}\right)
$$

Also, let us denote by $L^{\epsilon}$ the oriented link given by $\epsilon_{1} L_{1} \cup \cdots \cup \epsilon_{\mu} L_{\mu}$, where $+L_{i}=L_{i}$ and $-L_{i}$ stands for the link $L_{i}$ endowed with the opposite orientation.
Theorem 5.11. For any colored link $L=L_{1} \cup \cdots \cup L_{\mu}$ and any signs $\epsilon_{1}, \ldots, \epsilon_{\mu} \in\{ \pm 1\}$, we have the inequality

$$
\left|\lim _{\omega_{j} \rightarrow 1^{\epsilon_{j}}} \sigma_{L}\left(\omega_{1}, \ldots, \omega_{\mu}\right)-\sigma\left(L k_{L}^{\epsilon}\right)-\sum_{i<j} \epsilon_{i} \epsilon_{j} \operatorname{lk}\left(L_{i}, L_{j}\right)\right| \leq \eta\left(L k_{L}^{\epsilon}\right)-1-\operatorname{rank} A\left(L^{\epsilon}\right)
$$

where $L k_{L}^{\epsilon}$ is the linking matrix of the oriented link $L^{\epsilon}=\epsilon_{1} L_{1} \cup \cdots \cup \epsilon_{\mu} L_{\mu}$.
Proof. Let us fix an arbitrary colored link $L=L_{1} \cup \cdots \cup L_{\mu}$ and $\operatorname{signs} \epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{\mu}\right) \in\{ \pm 1\}^{\mu}$, and let $L^{\epsilon}$ be the associated oriented link defined above. Applying Theorem 5.4 to $L^{\epsilon}$, we get

$$
\left|\lim _{\omega \rightarrow 1} \sigma_{L^{\epsilon}}(\omega)-\sigma\left(L k_{L}^{\epsilon}\right)\right| \leq \eta\left(L k_{L}^{\epsilon}\right)-1-\operatorname{rank} A\left(L^{\epsilon}\right)
$$

By Propositions 2.5 and 2.8 of [4], we have

$$
\sigma_{L^{\epsilon}}(\omega)=\sigma_{L^{\epsilon}}(\omega, \ldots, \omega)-\sum_{i<j} \operatorname{lk}\left(\epsilon_{i} L_{i}, \epsilon_{j} L_{j}\right)=\sigma_{L}\left(\omega^{\epsilon_{1}}, \ldots, \omega^{\epsilon_{\mu}}\right)-\sum_{i<j} \epsilon_{i} \epsilon_{j} \operatorname{lk}\left(L_{i}, L_{j}\right)
$$

concluding the proof.
The following corollary is an immediate consequence of Theorem 5.11.
Corollary 5.12. Let $L$ be an oriented link. Then, for any coloring $L_{1} \cup \cdots \cup L_{\mu}$ of $L$ and any signs $\epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{\mu}\right) \in\{ \pm 1\}^{\mu}$ such that the associated linking matrix $L k_{L}^{\epsilon}$ has nullity equal to 1 , we have

$$
\lim _{\omega_{j} \rightarrow 1^{\epsilon} j} \sigma_{L}\left(\omega_{1}, \ldots, \omega_{\mu}\right)=\sigma\left(L k_{L}^{\epsilon}\right)+\sum_{i<j} \epsilon_{i} \epsilon_{j} \operatorname{lk}\left(L_{i}, L_{j}\right)
$$

Example 5.13. Let us consider the case of a 2-component 2-colored link $L=L_{1} \cup L_{2}$. Writing $\ell:=$ $\mathrm{lk}\left(L_{1}, L_{2}\right)$ and fixing $\epsilon=\left(\epsilon_{1}, \epsilon_{2}\right) \in\{ \pm 1\}^{2}$, the corresponding linking matrix is given by

$$
L k_{L}^{\epsilon}=\left[\begin{array}{cc}
-\epsilon_{1} \epsilon_{2} \ell & \epsilon_{1} \epsilon_{2} \ell \\
\epsilon_{1} \epsilon_{2} \ell & -\epsilon_{1} \epsilon_{2} \ell
\end{array}\right]
$$

which has nullity 1 if and only if $\ell \neq 0$. In such as case, we have $\sigma\left(L k_{L}^{\epsilon}\right)=-\epsilon_{1} \epsilon_{2} \operatorname{sgn}(\ell)$, and Corollary 5.12 leads to

$$
\lim _{\omega_{1} \rightarrow 1_{1} \omega_{2} \rightarrow 1^{\epsilon_{2}}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right)=\epsilon_{1} \epsilon_{2}(\ell-\operatorname{sgn}(\ell))
$$

On the other hand, if $\ell=0$ and the Alexander polynomial $\Delta_{L^{\epsilon}}(t)=(t-1)^{-1} \Delta_{L}\left(t^{\epsilon_{1}}, t^{\epsilon_{2}}\right)$ vanishes, then Theorem 5.11 yields that the limit vanishes as well. Finally, if $\ell=0$ but $\Delta_{L}\left(t^{\epsilon_{1}}, t^{\epsilon_{2}}\right) \neq 0$, then we can only conclude that the limit belongs to $\{-1,0,1\}$ (and to $\{-1,1\}$ for parity reasons). This recovers the results of Corollary 3.7, obtained via C-complexes.

We conclude this section with one last result, which is a multivariable extension of Corollary 5.9. Its proof being almost identical, it is left to the reader.
Corollary 5.14. For any m-component colored link $L=L_{1} \cup \cdots \cup L_{\mu}$ and any signs $\epsilon_{1}, \ldots, \epsilon_{\mu} \in$ $\{ \pm 1\}$, we have

$$
\left|\lim _{\omega_{j} \rightarrow 1^{\epsilon_{j}}} \sigma_{L}\left(\omega_{1}, \ldots, \omega_{\mu}\right)\right| \leq m-1+\left|\sum_{i<j} \epsilon_{i} \epsilon_{j} \operatorname{lk}\left(L_{i}, L_{j}\right)\right|-\operatorname{rank} A\left(L^{\epsilon}\right) .
$$

5.4. Limits of multivariable signatures. Everything is now in place to show the following theorem.

Theorem 5.15. Let $L=L_{1} \cup L_{2} \cup \ldots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ be a colored link with $\mu \geq 2$ and $L_{1}=: K$ a knot. Let us consider $\omega=\left(\omega_{1}, \omega^{\prime}\right) \in \mathbb{T}^{\mu}$ with $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$.

1. If there exists a component $K^{\prime} \subset L^{\prime}$ with $\operatorname{lk}\left(K, K^{\prime}\right) \neq 0$, then we have:

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}(\omega)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)-1+\sum_{K^{\prime} \subset L^{\prime}}\left|\operatorname{lk}\left(K, K^{\prime}\right)\right|-\operatorname{rank} A(L)
$$

2. If $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all components $K^{\prime} \subset L^{\prime}$, then there is a well-defined slope $(K / L)\left(\omega^{\prime}\right) \in$ $\mathbb{R} \cup\{\infty\}$ for any $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$, and we have

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}(\omega)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right)-s\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)+\varepsilon\left(\omega^{\prime}\right)-\operatorname{rank} A(L)
$$

where

$$
s\left(\omega^{\prime}\right)=\left\{\begin{array}{ll}
+1 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right) \in(0, \infty) \\
-1 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right) \in(-\infty, 0) \\
0 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right) \in\{0, \infty\}
\end{array} \quad \text { and } \quad \varepsilon\left(\omega^{\prime}\right)= \begin{cases}+1 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right)=0 \\
-1 & \text { if }\left(K / L^{\prime}\right)\left(\omega^{\prime}\right)=\infty \\
0 & \text { else }\end{cases}\right.
$$

Proof. Let $L=L_{1} \cup L^{\prime}$ be a $\mu$-colored link with $\mu \geq 2$ and $L_{1}=K$ a knot. For any $\omega^{\prime} \in$ $\mathbb{T}^{\mu-1} \backslash\{(1, \ldots, 1)\}$, Proposition 5.3 yields

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)-\sigma_{L}\left(1, \omega^{\prime}\right)\right| \leq \eta_{L}\left(1, \omega^{\prime}\right)-\operatorname{rank} A(L)
$$

Assuming that $\omega^{\prime}$ belongs to $\mathbb{T}_{*}^{\mu-1}$, the statement now follows from our Torres formulas, namely Corollary 4.7 (together with Remark 4.8) and the second and third points of Theorem 4.12.

This result is very powerful in the algebraically split case.
Corollary 5.16. Let $L=L_{1} \cup L_{2} \cup \ldots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ be a colored link with $\mu \geq 2$ and $L_{1}=: K$ a knot such that $\operatorname{lk}\left(K, K^{\prime}\right)=0$ for all $K^{\prime} \subset L^{\prime}$. Then, we have

$$
\lim _{\omega_{1} \rightarrow 1^{+}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)=\lim _{\omega_{1} \rightarrow 1^{-}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right)+\operatorname{sgn}\left(-\frac{\frac{\partial \nabla_{L}}{\partial t_{1}}\left(1, \sqrt{\omega^{\prime}}\right)}{\nabla_{L^{\prime}}\left(\sqrt{\omega^{\prime}}\right)}\right)
$$

for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$ such that $\nabla_{L^{\prime}}\left(\sqrt{\omega^{\prime}}\right) \neq 0$ and $\frac{\partial \nabla_{L}}{\partial t_{1}}\left(1, \sqrt{\omega^{\prime}}\right) \neq 0$.

Proof. For $L=K \cup L^{\prime}$ and $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$ as in the statement, we have $\Delta_{L^{\prime}}\left(\omega^{\prime}\right)= \pm \nabla_{L^{\prime}}\left(\sqrt{\omega^{\prime}}\right) \neq 0$, which implies that $\eta_{L^{\prime}}\left(\omega^{\prime}\right)=0$ via Lemma 2.6. By [11, Theorem 3.2] (recall Remark 4.8), the associated slope can be computed via

$$
\left(K / L^{\prime}\right)\left(\omega^{\prime}\right)=-\frac{\frac{\partial \nabla_{L}}{\partial t_{1}}\left(1, \sqrt{\omega^{\prime}}\right)}{2 \nabla_{L^{\prime}}\left(\sqrt{\omega^{\prime}}\right)} .
$$

The assumption that $\frac{\partial \nabla_{L}}{\partial t_{1}}\left(1, \sqrt{\omega^{\prime}}\right) \neq 0$ (which is equivalent to $\frac{\partial \Delta_{L}}{\partial t_{1}}\left(1, \omega^{\prime}\right) \neq 0$ ) thus implies that this slope does not vanish, yielding $\varepsilon\left(\omega^{\prime}\right)=0$. Therefore, the right-hand side of the inequality in the second case of Theorem 5.15 vanishes, leading to the result.

Example 5.17. For the 2-component links $L(k)=K \cup L^{\prime}$ of Example 2.4, Corollary 5.16 together with Equation (18) leads to

$$
\lim _{\omega_{1} \rightarrow 1^{+}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right)=\lim _{\omega_{1} \rightarrow 1^{-}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right)=\operatorname{sgn}(k) .
$$

Recall from Example 3.6 that this result can not be obtained via Theorem 3.1.
Theorem 5.15 is also powerful in the special case of total linking number equal to 1 , as it easily implies the following result (using Lemma 2.6).
Corollary 5.18. Let $L=L_{1} \cup L_{2} \cup \ldots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ be a colored link with $L_{1}=: K$ a knot such that $\sum_{K^{\prime} \subset L^{\prime}}\left|\operatorname{lk}\left(K, K^{\prime}\right)\right|=1$. Then, we have

$$
\lim _{\omega_{1} \rightarrow 1^{+}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)=\lim _{\omega_{1} \rightarrow 1^{-}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)=\sigma_{L^{\prime}}\left(\omega^{\prime}\right)
$$

for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$ such that $\Delta_{L^{\prime}}\left(\omega^{\prime}\right) \neq 0$.
On the other hand, Theorem 5.15 is quite weak in case of large linking numbers, as it does not distinguish between the two possible limits. However, it does immediately provide the following upper bound on the difference of these limits.

Corollary 5.19. Assuming the notation of Theorem 5.15, we have the inequalities

$$
\left|\lim _{\omega_{1} \rightarrow 1^{+}} \sigma_{L}(\omega)-\lim _{\omega_{1} \rightarrow 1^{-}} \sigma_{L}(\omega)\right| \leq 2\left(\eta_{L^{\prime}}\left(\omega^{\prime}\right)-1+\sum_{K^{\prime} \subset L^{\prime}}\left|\operatorname{lk}\left(K, K^{\prime}\right)\right|-\operatorname{rank} A(L)\right)
$$

in case 1 , and

$$
\left|\lim _{\omega_{1} \rightarrow 1^{+}} \sigma_{L}(\omega)-\lim _{\omega_{1} \rightarrow 1^{-}} \sigma_{L}(\omega)\right| \leq 2\left(\eta_{L^{\prime}}\left(\omega^{\prime}\right)+\varepsilon\left(\omega^{\prime}\right)-\operatorname{rank} A(L)\right)
$$

in case 2.
Note that the inequalities of Corollary 5.19 are often sharp. In other (slightly vague) words, even in the case of large linking numbers, Theorem 5.15 is often "as good as it can possibly be without distinguishing the two different limits". This is made more precise by the following remark.
Remark 5.20. Let us assume that $L=L_{1} \cup L^{\prime}$ is an ordered link with $\Delta_{L}\left(1, t_{2}, \ldots, t_{\mu}\right) \neq 0$. (By the Torres formula, this is equivalent to $\operatorname{lk}\left(L_{1}, L_{j}\right)$ not all vanishing and $\left.\Delta_{L^{\prime}} \neq 0\right)$. Then Corollary 5.19 reads

$$
\left|\lim _{\omega_{1} \rightarrow 1^{+}} \sigma_{L}(\omega)-\lim _{\omega_{1} \rightarrow 1^{-}} \sigma_{L}(\omega)\right| \leq 2\left(\eta_{L^{\prime}}\left(\omega^{\prime}\right)-1+\sum_{j=2}^{\mu}\left|\operatorname{lk}\left(L_{1}, L_{j}\right)\right|\right)
$$

for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$. By Corollary 3.4, Lemma 2.6, and the addendum to Theorem 3.1, this is a sharp inequality for $\omega_{j}$ close to $1^{s_{j}}$, where $s_{j}$ denotes the sign of $\operatorname{lk}\left(L_{1}, L_{j}\right)$.

We conclude this section with an application of these results to the limit of the Levine-Tristram signature of 2 -component links. To do so, let us first recall that by the Torres formula (3) adapted to the Conway function (see e.g. Equation (5.3) of [15]), any 2-component link $L$ with vanishing linking number has Conway function of the form

$$
\nabla_{L}\left(t_{1}, t_{2}\right)=\left(t_{1}-t_{1}^{-1}\right)\left(t_{2}-t_{2}^{-1}\right) f\left(t_{1}, t_{2}\right)
$$

for some $f \in \mathbb{Z}\left[t_{1}^{ \pm 1}, t_{2}^{ \pm 1}\right]$.

Corollary 5.21. If $L=L_{1} \cup L_{2}$ is a 2-component oriented link with linking number $\ell$ and twovariable Conway function $\nabla_{L}$, then its Levine-Tristram signature satisfies

$$
\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)= \begin{cases}-\operatorname{sgn}(\ell) & \text { if } \left.\ell \neq 0, \text { or if } \nabla_{L}=0 \quad \text { (in which case } \ell=0\right) \\ \operatorname{sgn}(f(1,1)) & \text { if } \ell=0, \nabla_{L} \neq 0 \text { and } f(1,1) \neq 0 \\ \pm 1 & \text { if } \ell=0, \nabla_{L} \neq 0 \text { and } f(1,1)=0\end{cases}
$$

where in the last two cases, we have $\nabla_{L}\left(t_{1}, t_{2}\right)=\left(t_{1}-t_{1}^{-1}\right)\left(t_{2}-t_{2}^{-1}\right) f\left(t_{1}, t_{2}\right) \in \mathbb{Z}\left[t_{1}^{ \pm 1}, t_{2}^{ \pm 1}\right]$.
Proof. Recall that by Equation (2), the Levine-Tristram and 2-variable signatures of a 2-component link $L$ are related via $\sigma_{L}(\omega)=\sigma_{L}(\omega, \omega)-\ell$ for all $\omega \in S^{1} \backslash\{1\}$. Therefore, we need to compute the limit of $\sigma_{L}\left(\omega_{1}, \omega_{2}\right)$ with both variables tending to 1 .

If $\ell \neq 0$, then we know that $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega, \omega)=\ell-\operatorname{sgn}(\ell)$ by Corollary 5.12 (see also Example 5.13, Corollary 3.7, and the first point of Remark 3.8), yielding the result. We can therefore assume $\ell=0$, and use Theorem 5.15. In this case, it reads

$$
\begin{equation*}
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega_{2}\right)-\sigma_{L_{2}}\left(\omega_{2}\right)-s\left(\omega_{2}\right)\right| \leq \eta_{L_{2}}\left(\omega_{2}\right)+\varepsilon\left(\omega_{2}\right)-\operatorname{rank} A(L) \tag{23}
\end{equation*}
$$

with $s\left(\omega_{2}\right)$ and $\varepsilon\left(\omega_{2}\right)$ determined by the slope $\left(L_{1} / L_{2}\right)\left(\omega_{2}\right)$ as described in the statement. Recall also that this slope is equal to

$$
\begin{equation*}
\left(L_{1} / L_{2}\right)\left(\omega_{2}\right)=-\frac{\frac{\partial \nabla_{L}}{\partial t_{1}}\left(1, \sqrt{\omega_{2}}\right)}{2 \nabla_{L_{2}}\left(\sqrt{\omega_{2}}\right)} \tag{24}
\end{equation*}
$$

whenever this fraction is not $\frac{0}{0}$. Taking the limit $\omega_{2} \rightarrow 1^{ \pm}$in (23) yields

$$
\left|\lim _{\omega \rightarrow 1^{ \pm}} \sigma_{L}(\omega, \omega)-\lim _{\omega \rightarrow 1^{ \pm}} s(\omega)\right| \leq \lim _{\omega \rightarrow 1^{ \pm}} \varepsilon(\omega)-\operatorname{rank} A(L)
$$

As one easily sees, the limit of the slope can be computed using Equation (24) together with the Torres formula for the Conway function: if $L=L_{1} \cup L_{2}$ is a 2 -component link with vanishing linking number, then we have $\nabla_{L}\left(t_{1}, t_{2}\right)=\left(t_{1}-t_{1}^{-1}\right)\left(t_{2}-t_{2}^{-1}\right) f\left(t_{1}, t_{2}\right)$ for some $f \in \mathbb{Z}\left[t_{1}^{ \pm 1}, t_{2}^{ \pm 1}\right]$, and $\lim _{\omega \rightarrow 1}\left(L_{1} / L_{2}\right)(\omega)=f(1,1)$ up to a positive multiple. As a consequence, we have the equality

$$
\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)=\lim _{\omega \rightarrow 1^{ \pm}} \sigma_{L}(\omega, \omega)=\operatorname{sgn}(f(1,1))
$$

in all possible cases, except possibly if $f(1,1)=0$ while $\Delta_{L} \neq 0$. In this later case, the inequality reads $\left|\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)\right| \leq 1$. We also know from parity arguments that this limit is odd, leaving only the two possible values $\pm 1$ for the limit.

Remark 5.22. 1. A family of links of the second kind is given by links of the form of the Whitehead link (or any $L(k)$ of Figure 2 with $k \neq 0$ ) connected summed with two arbitrary knots.
2. The third and last case can also happen. Indeed, it is known that the Torres conditions are sufficient for $\ell=0$, see e.g. [31]. Hence, there is no additional condition, in particular on the possible values of $f(1,1)$. Note also that both values $\lim _{\omega \rightarrow 1} \sigma_{L}(\omega)= \pm 1$ will be realized in this case, namely by one such knot and by its mirror image.
3. Given the fact that both $\sigma_{L}$ and $\nabla_{L}$ can be computed from generalized Seifert matrices, it is plausible that Corollary 5.21 can also be obtained using the methods of Section 3.
5.5. Comparison of the three and four-dimensional approaches. In this short final section, we compare the 4D-results of Section 5 with the 3D-results of Section 3 regarding the limits of multivariable signatures, namely Theorem 5.15 and Theorem 3.1 together with their corollaries.

Throughout this section, we assume that $L=L_{1} \cup \cdots \cup L_{\mu}=: L_{1} \cup L^{\prime}$ is an ordered link.
Let us first assume that the total linking number $|\ell|:=\sum_{j=2}^{\mu}\left|\operatorname{lk}\left(L_{1}, L_{j}\right)\right|$ is equal to 1 . In such as case, the functions $\rho_{\ell}$ and $\tau_{\ell}$ of (8) are identically zero. Therefore, Theorem 3.1 and Theorem 5.15 yield precisely the same result, namely the inequality

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)-\operatorname{rank} A(L)
$$

for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$. In particular, Corollary 5.18 should be understood as special case of Corollary 3.4.

If the linking numbers satisfy $|\ell|>1$, then Theorem 5.15 is in general rather weak for determining the limits of signatures. Indeed, and as already explained in Section 5.4, the inequality

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}(\omega)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)-1+\sum_{j=2}^{\mu}\left|\operatorname{lk}\left(L_{1}, L_{j}\right)\right|-\operatorname{rank} A(L)
$$

is plagued by the fact that it does not distinguish between the limits $\omega_{1} \rightarrow 1^{+}$and $\omega_{1} \rightarrow 1^{-}$. In that case, Theorem 3.1 is obviously stronger, as it determines the limits of signatures for generic $\omega^{\prime}$ (recall Corollary 3.4).

On the other hand, Theorem 5.15 outcompetes its three-dimensional contender in the algebraically split case $\mathrm{lk}\left(L_{1}, L_{2}\right)=\cdots=\operatorname{lk}\left(L_{1}, L_{\mu}\right)=0$. Indeed, Theorem 3.1 reads

$$
\left|\lim _{\omega_{1} \rightarrow 1^{ \pm}} \sigma_{L}\left(\omega_{1}, \omega^{\prime}\right)-\sigma_{L^{\prime}}\left(\omega^{\prime}\right)\right| \leq \eta_{L^{\prime}}\left(\omega^{\prime}\right)+1-\operatorname{rank} A(L)
$$

for all $\omega^{\prime} \in \mathbb{T}_{*}^{\mu-1}$. A much stronger statement is obtained via Theorem 5.15, as it determines the limits of signatures for generic $\omega^{\prime}$ (recall Corollary 5.16).

Therefore, and in our opinion, quite remarkably, the three and four-dimensional approaches turn out to give complementary results.

## Appendix A. Plumbed three-manifolds

The aim of this appendix is to give the proofs of the statements of Section 2.5 on plumbed manifolds, namely Lemma 2.10, Lemma 2.11, and Corollary 2.12. For the reader's convenience, we state these results once again, but refer to Section 2.5 for context and definitions.

Lemma A.1. The kernel of the inclusion induced map $H_{1}\left(\partial P(\Gamma) ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(P(\Gamma) ; \mathbb{C}^{\omega}\right)$ is $\left|\mathcal{K}_{1}\right|$ dimensional, freely generated by the union of:

- for each $j$ such that $\Phi\left(H_{1}\left(F_{1, j}^{\circ}\right)\right) \neq\{1\}$, the set $\left\{m_{K} \mid K \in \mathcal{K}_{1, j}\right\}$;
- for each $j$ such that $\Phi\left(H_{1}\left(F_{1, j}^{\circ}\right)\right)=\{1\}$, the set $\left\{\partial F_{1, j}\right\} \cup\left\{m_{K}-m_{K_{0}} \mid K \in \mathcal{K}_{1, j} \backslash\left\{K_{0}\right\}\right\}$, where $K_{0}$ is any fixed element of $\mathcal{K}_{1, j}$.

Proof. By construction, the boundary of $P(\Gamma)$ consists of disjoint tori indexed by the boundary components $K \subset \partial F$. Since $\omega^{\prime}$ belongs to $\mathbb{T}_{*}^{\mu-1}$, these tori are $\mathbb{C}^{\omega}$-acyclic, except possibly the ones indexed by $K \subset \partial F_{1}$. For such a torus, its meridian $m_{K}$ gets mapped to $\omega_{1}=1$ by assumption, and its longitude $\ell_{K}$ to $\Phi([K])$. Therefore, the space $H_{1}\left(\partial P(\Gamma) ; \mathbb{C}^{\omega}\right)$ is freely generated by $\left\{m_{K}, \ell_{K}\right\}_{K \in \mathcal{K}_{1}}$. By the standard Poincaré-Lefschetz duality argument, the kernel of the inclusion induced map $H_{1}\left(\partial P(\Gamma) ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(P(\Gamma) ; \mathbb{C}^{\omega}\right)$ is $\left|\mathcal{K}_{1}\right|$-dimensional, and it only remains to find $\left|\mathcal{K}_{1}\right|$ linearly independent elements in this kernel.

By a Mayer-Vietoris argument applied to $P(\Gamma)=\bigcup_{i} F_{i}^{\circ} \times S^{1}$ (see the proof [8, Lemma 4.7] for the untwisted case), we have an exact sequence

$$
\bigoplus_{e \in E} H_{1}\left(T_{e} ; \mathbb{C}^{\omega}\right) \rightarrow \bigoplus_{i=1}^{\mu} H_{1}\left(F_{i}^{\circ} \times S^{1} ; \mathbb{C}^{\omega}\right) \rightarrow H_{1}\left(P(\Gamma) ; \mathbb{C}^{\omega}\right) \rightarrow \bigoplus_{e \in E} H_{0}\left(T_{e} ; \mathbb{C}^{\omega}\right)
$$

where $T_{e} \subset P(\Gamma)$ is the torus corresponding to the edge $e \in E$. Since each of these edges connects at least one vertex $i$ with $\omega_{i} \neq 1$, we get $H_{*}\left(T_{e} ; \mathbb{C}^{\omega}\right)=0$ for all $e \in E$, leading to the isomorphism $H_{1}\left(P(\Gamma) ; \mathbb{C}^{\omega}\right) \simeq \bigoplus_{i} H_{1}\left(F_{i}^{\circ} \times S^{1} ; \mathbb{C}^{\omega}\right)$. Using once again the fact that $\omega^{\prime}$ belongs to $\mathbb{T}_{*}^{\mu-1}$ together with the decomposition $F_{1}=\bigsqcup_{j} F_{i, j}$, we obtain

$$
H_{1}\left(P(\Gamma) ; \mathbb{C}^{\omega}\right) \simeq H_{1}\left(F_{1}^{\circ} \times S^{1} ; \mathbb{C}^{\omega}\right) \simeq \bigoplus_{j} H_{1}\left(F_{1, j}^{\circ} \times S^{1} ; \mathbb{C}^{\omega}\right)
$$

If $\Phi\left(H_{1}\left(F_{1, j}^{\circ}\right)\right)=\{1\}$, which can only happen if $F_{1, j}$ is isolated from the other surfaces, we have $F_{1, j}^{\circ}=F_{1, j}$, leading to $H_{1}\left(F_{1, j}^{\circ} \times S^{1} ; \mathbb{C}^{\omega}\right)=H_{1}\left(F_{1, j} \times S^{1} ; \mathbb{C}\right)=H_{1}\left(F_{1, j} ; \mathbb{C}\right) \oplus \mathbb{C} m_{1}$. In such a case, the elements $\partial F_{1, j}$ and $\left\{m_{K}-m_{K_{0}} \mid K \in \mathcal{K}_{1, j} \backslash\left\{K_{0}\right\}\right\}$ of $H_{1}\left(\partial P(\Gamma) ; \mathbb{C}^{\omega}\right)$ are clearly mapped to 0 in $H_{1}\left(P(\Gamma) ; \mathbb{C}^{\omega}\right)$ ), and therefore contribute to the kernel of the inclusion induced map. Finally, if $\Phi\left(H_{1}\left(F_{1, j}^{\circ}\right)\right) \neq\{1\}$, we can use the Künneth theorem to get

$$
H_{1}\left(F_{1, j}^{\circ} \times S^{1} ; \mathbb{C}^{\omega}\right) \simeq H_{1}\left(F_{1, j}^{\circ} ; \mathbb{C}^{\omega}\right) \oplus\left(H_{0}\left(F_{1, j}^{\circ} ; \mathbb{C}^{\omega}\right) \otimes \mathbb{C} m_{1}\right)=H_{1}\left(F_{1, j}^{\circ} ; \mathbb{C}^{\omega}\right)
$$

since $H_{0}\left(F_{1, j}^{\circ} ; \mathbb{C}^{\omega}\right)=0$ in this case (see e.g. [8, Lemma 2.6]). Therefore, the set $\left\{m_{K} \mid K \in \mathcal{K}_{1, j}\right\}$ lies in the kernel of the inclusion induced map. This concludes the proof.
Lemma A.2. Suppose that $G=(V, E)$ is a balanced plumbing graph on $\mu$ vertices, which are closed connected surfaces. Consider the plumbed $\mathbb{Z}^{\mu}$-manifold $(P(G), \psi)$, where $\psi$ is meridonal. Suppose that for every vertex $F_{i} \in V$ there exists a collection of curves in $F_{i}^{\circ}$

$$
L_{F_{i}}=\left\{\eta_{1, i}, \eta_{2, i}, \ldots, \eta_{g_{i}, i}\right\}
$$

where $g_{i}$ denotes the genus of $F_{i}$, with the following properties.

1. The image of $L_{F_{i}}$ under the inclusion-induced map $H_{1}\left(F_{i}^{\circ}\right) \rightarrow H_{1}\left(F_{i}\right)$ forms a Lagrangian half-basis.
2. Each curve in $L_{F_{i}}$ is mapped to zero by the composition $H_{1}\left(F_{i}^{\circ}\right) \rightarrow H_{1}(P(G)) \xrightarrow{\psi} \mathbb{Z}^{\mu}$.

Then, $P(G)$ bounds a 4-manifold $Z$ over $\mathbb{Z}^{\mu}$ such that $\sigma(Z)=0$ and $\sigma_{\omega}(Z)=0$ for all $\omega \in \mathbb{T}^{\mu}$ such that at most one coordinate is equal to 1. Furthermore, if $P(G)$ is connected, then so is $Z$.

Proof. The proof is inductive with respect to the cardinality of $E$. First, let us consider the case $E=\emptyset$, i.e.,

$$
P(G)=\bigsqcup_{i=1}^{\mu} F_{i} \times S^{1}
$$

Define

$$
X=\bigsqcup_{i=1}^{\mu} N_{i} \times S^{1}
$$

where $N_{i}$ is a handlebody such that $\partial N_{i}=F_{i}$. Our assumptions imply that the map

$$
\psi: H_{1}(P(G)) \rightarrow \mathbb{Z}^{\mu}
$$

extends to a map

$$
\psi_{X}: H_{1}(X) \rightarrow \mathbb{Z}^{\mu}
$$

Furthermore, for all $\omega \in \mathbb{T}^{\mu}$, the inclusion induced map $H_{2}\left(\partial X ; \mathbb{C}^{\omega}\right) \rightarrow H_{2}\left(X ; \mathbb{C}^{\omega}\right)$ is surjective. This implies that the intersection form vanishes, leading to $\sigma_{\omega}(X)=0$.

The general case can be reduced to the case $E=\emptyset$ with the aid of [8, Lemma 4.9]. In the proof of this statement, the authors construct a 4 -dimensional bordism $Y$ over $\mathbb{Z}^{\mu}$ such that

1. $\partial Y=-P(G) \sqcup P\left(G^{\prime}\right)$, where $G^{\prime}$ is a plumbing graph with $|V(G)|=\left|V\left(G^{\prime}\right)\right|$ and $E\left(G^{\prime}\right)=\emptyset$,
2. the restriction of the map $H_{1}(Y) \rightarrow \mathbb{Z}^{\mu}$ to $H_{1}\left(P\left(G^{\prime}\right)\right)$ is meridonal,
3. $\sigma(Y)=0$ and $\sigma_{\omega}(Y)=0$ for all $\omega \in \mathbb{T}_{*}^{\mu}$.

The bordism $Y$ is constructed from $P(G) \times I$ by attaching toral handles $T H=I \times I \times T^{2}$ along $A T H=\partial I \times I \times T^{2}$.

The trick is to verify that the above construction can be performed in such a way that the assumptions of our lemma are satisfied at each step. For that purpose, for any vertex $F_{i}$ of $G$ choose a disk $D_{F_{i}} \subset F_{i}$ such that for any edge adjacent to $e, D_{e} \subset D_{F_{i}}$ (recall that $D_{e}$ denotes the disk associated to the edge $e$, which is removed when we construct the plumbing). We can choose the curves in $L_{F_{i}}$ so that they miss the disk $D_{F_{i}}$.

Let $U$ denote the result of attaching a single toral handle $T H$ to $P(G) \times I$. The Mayer-Vietoris sequence gives

$$
H_{1}(P(G) \times I) \oplus H_{1}(T H) \rightarrow H_{1}(U) \rightarrow H_{0}(A T H) \cong \mathbb{Z}^{2}
$$

Arguing as in [8, Lemma 4.9], we can split the above sequence to obtain

$$
H_{1}(P(G) \times I) \oplus H_{1}(T H) \rightarrow H_{1}(U) \xrightarrow{p} \mathbb{Z}
$$

Conway-Nagel-Toffoli prove that the homomorphism $\psi: H_{1}(P(G) \times I) \rightarrow \mathbb{Z}^{\mu}$ extends to a homomorphism

$$
\psi^{\prime}: \operatorname{Im}\left(H_{1}(P(G) \times I) \oplus H_{1}(T H) \rightarrow H_{1}(U)\right) \rightarrow \mathbb{Z}^{\mu}
$$

Next, we can extend $\psi^{\prime}$ to a map

$$
\psi_{U}: H_{1}(U)=\mathbb{Z} \oplus \operatorname{Im}\left(H_{1}(P(G) \times I) \oplus H_{1}(T H) \rightarrow H_{1}(U)\right) \xrightarrow{0 \oplus \psi^{\prime}} \mathbb{Z}^{\mu}
$$

The right boundary of $U$ is the plumbed manifold $P(G)$, where

$$
V\left(G^{\prime}\right)=\left(V(G) \backslash\left\{F_{i}, F_{j}\right\}\right) \cup\left\{F_{i} \# T^{2}, F_{j} \# T^{2}\right\}
$$

and $\left|E\left(G^{\prime}\right)\right|=|E(G)|-2$, i.e., we removed a pair of edges connecting $F_{i}$ and $F_{j}$. We can choose a pair of curves $\alpha_{1}, \beta_{1}$ in $F_{i}^{\prime}=F_{i} \# T^{2}$, such that

1. $H_{1}\left(F_{i}^{\prime}\right)=H_{1}\left(F_{i}\right) \oplus\left\langle\alpha_{1}, \beta_{1}\right\rangle$, where both curves lie within $D_{F_{i}} \# T^{2} \subset F_{i} \# T^{2}=F_{i}^{\prime}$,
2. $\beta_{1}$ is in the image of the map $H_{1}(T H) \rightarrow H_{1}(U)$,
3. $\alpha_{1}$ maps to a nontrivial element under the homomorphism $H_{1}(U) \rightarrow H_{0}(A T H)$ in the MayerVietoris sequence.
By construction, $\psi_{U}\left(\alpha_{1}\right)=0$, hence we can take $L_{F_{i}^{\prime}}=L_{F_{i}} \cup\left\{\alpha_{1}\right\}$. Similarly, we can construct $L_{F_{j}^{\prime}}$. By iterating the above procedure, we can remove all the edges of the plumbing graph, hence reduce to the base case.

It remains to show that $\sigma(Z)=0$ and $\sigma_{\omega}(Z)=0$ for all $\omega \in \mathbb{T}^{\mu}$ with at most one coordinate equal to 1 . Since $Z$ is obtained by gluing $Y$ to $X$ along a closed 3 -manifold, and since all the signatures of $X$ vanish, we are left with the proof that $\sigma(Y)=0$ and that $\sigma_{\omega}(Y)=0$ for all $\omega \in \mathbb{T}^{\mu}$ with at most one coordinate equal to 1 . The first statement is checked in the proof of [8, Lemma 4.9]. As for the twisted signature, we already mentioned that the 4-manifold $X=\bigsqcup_{i} N_{i} \times S^{1}$ satisfies the following property: for all $\omega \in \mathbb{T}^{\mu}$, the inclusion induced map $H_{2}\left(\partial X ; \mathbb{C}^{\omega}\right) \rightarrow H_{2}\left(X ; \mathbb{C}^{\omega}\right)$ is surjective, leading to its intersection form and signature vanishing. This property is also satisfied by the other 4manifolds used to construct $Y$, namely $P(G) \times I$ and the toral handles $I \times I \times T^{2}$. Moreover, the toral handle corresponding to a pair of edges connecting $F_{i}$ and $F_{j}$ is glued to $P(G) \times I$ along the 3 -manifold $A T H$ whose boundary $\Sigma$ is $\mathbb{C}^{\omega}$-acyclic as soon as $\left(\omega_{i}, \omega_{j}\right) \neq(1,1)$. Since we assume that at most one coordinate is equal to 1 , this is always the case, and the Novikov-Wall theorem once again implies that the signature is additive.

Finally, on easily checks that if $P(G)$ is connected, then $Z$ constructed above is connected as well. This concludes the proof.

Corollary A.3. Let $Z$ be as in Lemma A.2 and assume that it is connected. Then $Z$ is $\mathbb{Z}^{\mu}$-bordant, rel boundary, to a compact connected oriented $\mathbb{Z}^{\mu}$-manifold $(Y, f)$ such that $\pi_{1}(Y)=\mathbb{Z}^{\mu}$, $f$ is an isomorphism, $\sigma(Y)=0$ and $\sigma_{\omega}(Y)=0$ for all $\omega \in \mathbb{T}^{\mu}$ with at most one coordinate equal to 1 .

Proof. Since $Z$ is a $\mathbb{Z}^{\mu}$-manifold, it is equipped with a homomorphism

$$
\psi_{Z}: \pi_{1}(Z) \rightarrow \mathbb{Z}^{\mu}
$$

Note that $\psi_{Z}$ is surjective. Indeed, the homomorphism $\psi: \pi(P(G)) \rightarrow \mathbb{Z}^{\mu}$ being meridional, it is surjective; since it factors through $\psi_{Z}$, this latter homomorphism is surjective as well.

Observe that there exists a finite collection of group elements $g_{1}, g_{2}, \ldots, g_{l} \in \operatorname{ker} \psi_{Z}$ such that the smallest normal subgroup of $\pi_{1}(Z)$ containing these elements is equal to ker $\psi_{Z}$. In other words, all conjugates of $g_{1}, g_{2}, \ldots, g_{l}$ in $\pi_{1}(Z)$ generate $\operatorname{ker} \psi_{Z}$. Indeed, let $p: \widetilde{Z} \rightarrow Z$ be the $\mathbb{Z}^{\mu_{-}}$ covering determined by $\psi_{Z}$. Observe that $\left(\operatorname{ker} \psi_{Z}\right)^{a b}=H_{1}(\widetilde{Z})$. Since $Z$ is compact, it follows that $H_{1}(\widetilde{Z})$ is a finitely-generated $\mathbb{Z}\left[\mathbb{Z}^{\mu}\right]$-module. Let $x_{1}, x_{2}, \ldots, x_{l}$ denote the generators of $H_{1}(\widetilde{Z})$ as a $\mathbb{Z}\left[\mathbb{Z}^{\mu}\right]$-module. We can choose, $g_{1}, g_{2}, \ldots, g_{l}$ to be preimages of $x_{1}, x_{2}, \ldots, x_{l}$ under the quotient map

$$
\operatorname{ker} \psi_{Z} \rightarrow\left(\operatorname{ker} \psi_{Z}\right)^{a b}=H_{1}(\widetilde{Z})
$$

The manifold $Y$ will be constructed by performing surgery on loops representing $g_{1}, g_{2}, \ldots, g_{l}$. To be more precise, suppose that the map $f_{1}: S^{1} \rightarrow Z$ represents $g_{1}$. Without loss of generality, we can assume that $f_{1}$ is a smooth embedding. Let $N_{1}$ denote a closed tubular neighborhood of $f_{1}\left(S^{1}\right)$, together with the identification $\alpha_{1}: N_{1} \xlongequal{\cong} S^{1} \times D^{3}$, where $\alpha_{1}$ maps $f_{1}\left(S^{1}\right)$ to $S^{1} \times\{0\}$. Consider the manifold

$$
Y_{1}=\overline{Z \backslash N_{1}} \cup_{\partial N_{1}}\left(D^{2} \times S^{2}\right)
$$

where we use the map $\alpha_{1}$ to identify the boundary of $N_{1}$ with the boundary of $D^{2} \times S^{2}$. By the Seifert-van Kampen theorem, $\pi_{1}\left(Y_{1}\right)$ is isomorphic to the quotient of $\pi_{1}(Z)$ by the normal subgroup generated by $g_{1}$.

Since $g_{1}$ is in the kernel of $\psi_{Z}$, one easily shows that $Y_{1}$ is $\mathbb{Z}^{\mu}$-bordant to $Z$. In particular, Novikov additivity implies that $\sigma\left(Y_{1}\right)$ coincides with $\sigma(Z)$, which vanishes by hypothesis. Similarly, for $\omega \in \mathbb{T}^{\mu} \backslash\{(1,1, \ldots, 1)\}$, the fact that $Y_{1}$ and $Z$ are $\mathbb{Z}^{\mu}$-bordant implies that

$$
0=\sigma_{\omega}\left(Z \cup_{\partial} \overline{Y_{1}}\right)=\sigma_{\omega}(Z)-\sigma_{\omega}\left(Y_{1}\right)=-\sigma_{\omega}\left(Y_{1}\right)
$$

where the first equality follows from [40, Theorem D.B], the second inequality from Novikov additivity, and the last equality from our assumptions.

We can iterate the above procedure to obtain manifolds $Y_{1}, Y_{2}, \ldots, Y_{l}=Y$ with the desired properties.

## Appendix B. Representing intersection forms by matrices

The purpose of this appendix is to prove Lemma 5.1, whose statement we now repeat for the reader's convenience.

Set $\Lambda_{\mu}=\mathbb{C}\left[\mathbb{Z}^{\mu}\right]=\mathbb{C}\left[t_{1}^{ \pm 1}, \ldots, t_{\mu}^{ \pm 1}\right]$ and let $Q\left(\Lambda_{\mu}\right)$ be the quotient field of $\Lambda_{\mu}$.
Lemma B.1. Suppose that $(W, \psi)$ is a compact connected oriented 4-manifold over $\mathbb{Z}^{\mu}$ with connected boundary, such that the composition

$$
H_{1}(\partial W) \rightarrow H_{1}(W) \xrightarrow{\psi} \mathbb{Z}^{\mu}
$$

is surjective and $H_{1}\left(W ; \Lambda_{\mu}\right)=0$. Then, for any $j=1, \ldots, \mu$, there exists a Hermitian matrix $H_{j}$ over $Q\left(\Lambda_{\mu}\right)$ such that for any $\omega \in U_{j}:=\left\{\omega \in \mathbb{T}^{\mu}: \omega_{j} \neq 1\right\}$, the intersection form

$$
Q_{\omega}: H_{2}\left(W ; \mathbb{C}^{\omega}\right) \times H_{2}\left(W ; \mathbb{C}^{\omega}\right) \rightarrow \mathbb{C}
$$

is represented by $H_{j}(\omega)$. Furthermore, if $\mu=1$, then $Q_{\omega}$ is represented by a Hermitian matrix $H(\omega)$ for all $\omega \in S^{1}$.

The proof of this lemma being rather technical, we divide it into several steps. In Section B.1, we are concerned with naturality of twisted intersection forms, see Lemma B.5, which is a key point of the proof. Furthermore, we review all the ingredients needed to prove this naturality statement, namely twisted (co)homology, evaluation maps, the construction of twisted intersection forms following [7, 13, 20], as well as the Universal Coefficient Spectral Sequence [24, 28]. In Section B.2, we compute the twisted homology module $H_{*}\left(W ; \Lambda_{\mu, j}\right)$, where $\Lambda_{\mu, j}=\Lambda_{\mu}\left[\left(t_{j}-1\right)^{-1}\right]$ for $j=1, \ldots, \mu$; in particular, we prove that $H_{2}\left(W ; \Lambda_{\mu, j}\right)$ is a free $\Lambda_{\mu, j}$-module. In Section B. 3 we combine results from Sections B. 1 and B. 2 to give a proof of Lemma B.1. Roughly speaking, the desired Hermitian matrices $H_{j}$ can be taken to be matrices representing twisted intersection forms on $H_{2}\left(W ; \Lambda_{\mu, j}\right)$.
B.1. Naturality of intersection forms. In this section, we recall the definition of twisted homology and cohomology, the statement of the Universal Coefficient Spectral Sequence, the definition of the twisted intersection form, and prove its naturality.

Twisted homology and cohomology. Recall that the ring $\Lambda_{\mu}$ admits an involution

$$
\overline{(-)}: \Lambda_{\mu} \rightarrow \Lambda_{\mu}
$$

which acts by the complex conjugation on scalars and maps each indeterminate $t_{j}$ to its inverse. If $N$ is a (left) $\Lambda_{\mu}$-module, then we define the transpose of $N$, denoted by $N^{\operatorname{tr}}$, to be the (right) $\Lambda_{\mu^{-}}$ module with the same underlying $\mathbb{C}$-vector space as $N$, but with the action of $\Lambda_{\mu}$ given by

$$
N^{\operatorname{tr}} \times \Lambda_{\mu} \ni(n, \lambda) \mapsto n \cdot \lambda=\bar{\lambda} \cdot n \in N^{\operatorname{tr}}
$$

Let $X$ be a finite connected pointed CW-complex with $\pi_{1}(X) \cong \mathbb{Z}^{\mu}$, and let $p: \widetilde{X} \rightarrow X$ denote the universal covering of $X$. If $Y \subset X$ is a subcomplex containing the basepoint, then the action of $\pi_{1}(X)$ equips the chain complex $C_{*}\left(\widetilde{X}, p^{-1}(Y) ; \mathbb{C}\right)$ with the structure of a (left) $\Lambda_{\mu}$-module. Given any (right) $\Lambda_{\mu}$-module $M$, let us define the chain and cochain complexes of $\Lambda_{\mu}$-modules

$$
\begin{aligned}
& C_{*}(X, Y ; M)=M \otimes_{\Lambda_{\mu}} C_{*}\left(\tilde{X}, p^{-1}(Y)\right) \\
& C^{*}(X, Y ; M)=\operatorname{hom}_{\Lambda_{\mu}}\left(C_{*}\left(\widetilde{X}, p^{-1}(Y)\right)^{\operatorname{tr}}, M\right)
\end{aligned}
$$

The homology $H_{*}(X, Y ; M)$ (resp. cohomology $H^{*}(X, Y ; M)$ ) of the above (co)chain complex is called the twisted (co)homology of $X$. Note that both $H_{*}(X, Y ; M)$ and $H^{*}(X, Y ; M)$ are modules over $\Lambda_{\mu}$. Furthermore, if $M$ is an $\left(R, \Lambda_{\mu}\right)$-bimodule for some ring $R$, then $H_{*}(X, Y ; M)$ and $H^{*}(X, Y ; M)$ inherit the structure of left $R$-modules.

Remark B.2. 1. The ring $\Lambda_{\mu}=\mathbb{C}\left[\mathbb{Z}^{\mu}\right]$ being commutative, there is no problem with distinguishing left and right modules, hence the parenthesis above around these words. In the general setting however, $M$ is required to be an $\left(R, \mathbb{C}\left[\pi_{1}(X)\right]\right)$-bimodule for some ring $R$, hence we tensor by $M$ from the left in the definition of $C_{*}(X, Y ; M)$ to be consistent with sources $[7,6,8]$.
2. It is for the same consistency reasons that we transpose the cellular chain complex in the definition of $C^{*}(X, Y ; M)$, rather than the module $M$. Note however that since $\Lambda_{\mu}$ is commutative, for any two $\Lambda_{\mu}$-modules $M$ and $N$, we have

$$
\operatorname{hom}_{\Lambda_{\mu}}\left(N^{\operatorname{tr}}, M\right)=\operatorname{hom}_{\Lambda_{\mu}}\left(N, M^{\operatorname{tr}}\right)=\operatorname{hom}_{\Lambda_{\mu}}(N, M)^{\operatorname{tr}}
$$

which consists of the additive maps $f: N \rightarrow M$ such that $f(\lambda \cdot n)=\bar{\lambda} \cdot f(n)$ for all $\lambda \in \Lambda_{\mu}$ and $n \in N$. This leads to

$$
H^{*}\left(\operatorname{hom}_{\Lambda_{\mu}}\left(C_{*}\left(\widetilde{X}, p^{-1}(Y)\right)^{\operatorname{tr}}, M\right)\right)=H^{*}\left(\operatorname{hom}_{\Lambda_{\mu}}\left(C_{*}\left(\widetilde{X}, p^{-1}(Y)\right), M\right)\right)^{\operatorname{tr}}
$$

so the transposed module in the definition of $C^{*}(X, Y ; M)$ simply changes the resulting cohomology groups by a transposition.

Computations of twisted (co)homology modules are usually performed with the aid of the Universal Coefficient Spectral Sequence (UCSS) whose statement we now recall, referring the reader to [24, Theorem 2.3] and [28, Theorem 2.20] for a proof.

Theorem B. 3 (Universal Coefficient Spectral Sequence). Let $R$ and $S$ be associative rings with unit. Let $C_{*}$ be a chain complex of finitely generated free left $R$-modules. If $M$ is any $(S, R)-$ bimodule, then there are natural spectral sequences of left $S$-modules

$$
\begin{aligned}
& E_{p, q}^{2}=\operatorname{Tor}_{p}^{R}\left(M, H_{q}\left(C_{*}\right)\right) \Rightarrow H_{p+q}\left(M \otimes_{R} C_{*}\right), \\
& E_{2}^{p, q}=\operatorname{Ext}_{R}^{q}\left(H_{p}\left(C_{*}\right)^{\operatorname{tr}}, M\right) \Rightarrow H^{p+q}\left(\operatorname{hom}_{\text {right }-R}\left(C_{*}^{\mathrm{tr}}, M\right)\right)
\end{aligned}
$$

with differentials of degree $(-r, r-1)$ and $(1-r, r)$, respectively.
Twisted intersection forms. We now turn to the definition of the twisted intersection form, which requires two ingredients: twisted Poincaré-Lefschetz duality, and the evaluation map.

Let $X$ be a connected compact oriented smooth 4 -manifold with $\pi_{1}(X) \cong \mathbb{Z}^{\mu}$. For any $\Lambda_{\mu^{-}}$ module $M$, one can define the twisted Poincaré-Lefschetz duality

$$
P D_{M}: H_{k}(X, \partial X ; M) \stackrel{\cong}{\leftrightarrows} H^{4-k}(X ; M)
$$

as the inverse of the isomorphism

$$
(-) \cap[X, \partial X]: H^{4-k}(X ; M) \stackrel{\cong}{\rightrightarrows} H_{k}(X, \partial X ; M)
$$

induced by the cap product with the fundamental class $[X, \partial X] \in H_{4}(X ; \mathbb{C})$, see [7, Section 2.4].
We now come to the definition of the evaluation map. Let $A$ be a commutative $\mathbb{C}$-algebra with unit, and involution denoted by $a \mapsto \bar{a}$. Let $\psi: \Lambda_{\mu} \rightarrow A$ be a homomorphism of algebras with involutions which preserves units. Observe that $A$ becomes an $\left(A, \Lambda_{\mu}\right)$-bimodule via $\psi$. Let $M$ be an $\left(A, \Lambda_{\mu}\right)$-bimodule an let $N$ be an $(A, A)$-bimodule with involution. Suppose that we are given a $\mathbb{Z}^{\mu}$-equivariant, sesquilinear, nonsingular pairing

$$
\theta: M \times M \rightarrow N
$$

In other words, this pairing $\theta$ satisfies the following conditions:

1. for any $g \in \mathbb{Z}^{\mu}$ and any $m_{1}, m_{2} \in M$, we have $\theta\left(m_{1} \cdot g, m_{2} \cdot g\right)=\theta\left(m_{1}, m_{2}\right)$;
2. $\theta$ is $A$-linear in the first variable and satisfies $\theta\left(m_{1}, m_{2}\right)=\overline{\theta\left(m_{2}, m_{1}\right)}$ for all $m_{1}, m_{2} \in M$;
3. the adjoint map

$$
\theta^{D}: M \rightarrow \operatorname{hom}_{\text {left }-A}(M, N)^{\operatorname{tr}}
$$

defined by $\theta^{D}\left(m_{1}\right)\left(m_{2}\right)=\theta\left(m_{1}, m_{2}\right)$ is an isomorphism of left $A$-modules.
Given this piece of data, we can construct an associated evaluation map as follows. Firstly, consider the chain map

$$
\begin{aligned}
\kappa: \operatorname{hom}_{\Lambda_{\mu}}\left(C_{*}(\widetilde{X})^{\mathrm{tr}}, M\right) & \rightarrow \operatorname{hom}_{A}\left(M \otimes_{\Lambda_{\mu}} C_{*}(\widetilde{X}), N\right)^{\operatorname{tr}} \\
f & \mapsto(m \otimes \sigma \mapsto \theta(m, f(\sigma))),
\end{aligned}
$$

where $m \in M$ and $\sigma \in C_{*}(\tilde{X})$. By nonsingularity of $\theta$, this is an isomorphism of cochain complexes of $A$-modules. Secondly, the edge homomorphism in the UCSS yields a map

$$
E: H^{k}\left(\operatorname{hom}_{A}\left(M \otimes_{\Lambda_{\mu}} C_{*}(\widetilde{X}), N\right)^{\operatorname{tr}}\right) \rightarrow \operatorname{hom}_{A}\left(H_{k}(X ; M), N\right)^{\operatorname{tr}}
$$

The evaluation map is defined as the composition

$$
\operatorname{ev}(\theta): H^{k}(X ; M) \xrightarrow{\kappa_{*}} H^{k}\left(\operatorname{hom}_{A}\left(M \otimes_{\Lambda_{\mu}} C_{*}(\widetilde{X}), N\right)^{\operatorname{tr}}\right) \xrightarrow{E} \operatorname{hom}_{A}\left(H_{k}(X ; M), N\right)^{\operatorname{tr}},
$$

where $\kappa_{*}$ is the isomorphism of $A$-modules induced by the chain map $\kappa$.
We are finally ready to define the twisted intersection form. By composing the evaluation map with Poincaré-Lefschetz duality and the map induced by the inclusion of $(X, \emptyset)$ in $(X, \partial X)$, we obtain a homomorphism of $A$-modules

$$
Q(\theta)^{D}: H_{2}(X ; M) \rightarrow H_{2}(X, \partial X ; M) \xrightarrow{P D_{M}} H^{2}(X ; M) \xrightarrow{\operatorname{ev}(\theta)} \operatorname{hom}_{A}\left(H_{2}(X ; M), N\right)^{\operatorname{tr}}
$$

The associated Hermitian form

$$
Q(\theta): H_{2}(X ; M) \times H_{2}(X ; M) \rightarrow N, \quad Q(\theta)(x, y)=Q(\theta)^{D}(x)(y)
$$

is the twisted intersection form of $X$.
In our setting, the most relevant examples of $\mathbb{Z}^{\mu}$-equivariant sesquilinear pairings are the ones given below.

Example B.4. 1. For any $j=1,2, \ldots, \mu$, set $\Lambda_{\mu, j}=\Lambda_{\mu}\left[\left(t_{j}-1\right)^{-1}\right]$, i.e., $\Lambda_{\mu, j}$ is constructed by adjoining the inverse of $t_{j}-1$ to $\Lambda_{\mu}$. Note that the involution on $\Lambda_{\mu}$ extends naturally to an involution on $\Lambda_{\mu, j}$. Set $A=\Lambda_{\mu, j}$, let $\psi: \Lambda_{\mu} \rightarrow A$ be the localization map, and set $M=N=$ $\Lambda_{\mu, j}$. Then, the pairing

$$
\theta_{j}: \Lambda_{\mu, j} \times \Lambda_{\mu, j} \rightarrow \Lambda_{\mu, j}, \quad \theta_{j}\left(\lambda_{1}, \lambda_{2}\right)=\lambda_{1} \overline{\lambda_{2}}
$$

is clearly nonsingular, $\mathbb{Z}^{\mu}$-equivariant, and sesquilinear over $\Lambda_{\mu, j}$. We denote the associated twisted intersection form by

$$
Q_{j}(X): H_{2}\left(X ; \Lambda_{\mu, j}\right) \times H_{2}\left(X ; \Lambda_{\mu, j}\right) \rightarrow \Lambda_{\mu, j}
$$

2. For any $\omega \in \mathbb{T}^{\mu}$, set $A=\mathbb{C}$, let $\psi: \Lambda_{\mu} \rightarrow \mathbb{C}$ be given by $t_{i} \mapsto \omega_{i}$, and set $M=N=\mathbb{C}^{\omega}$. Then, the pairing

$$
\theta_{\omega}: \mathbb{C}^{\omega} \times \mathbb{C}^{\omega} \rightarrow \mathbb{C}^{\omega}, \quad \theta_{\omega}\left(z_{1}, z_{2}\right)=z_{1} \overline{\overline{z_{2}}}
$$

is nonsingular, $\mathbb{Z}^{\mu}$-equivariant and sesquilinear. We denote the associated Hermitian intersection form by

$$
Q_{\omega}(X): H_{2}\left(X ; \mathbb{C}^{\omega}\right) \times H_{2}\left(X ; \mathbb{C}^{\omega}\right) \rightarrow \mathbb{C}^{\omega}
$$

These two intersection forms $Q_{j}(X)$ and $Q_{\omega}(X)$ are related in the following way, a fact of crucial importance for the proof of Lemma B.1.

Lemma B. 5 (Naturality of intersection forms). Fix $j=1, \ldots, \mu$ and suppose that $\omega \in \mathbb{T}^{\mu}$ satisfies $\omega_{j} \neq 1$, yielding a homomorphism $\phi_{\omega}: \Lambda_{\mu, j} \rightarrow \mathbb{C}^{\omega}$ via $t_{i} \mapsto \omega_{i}$. Then, for any $x, y \in$ $H_{2}\left(X ; \Lambda_{\mu, j}\right)$, the following equality is satisfied

$$
Q_{\omega}(X)\left(\phi_{\omega, *}(x), \phi_{\omega, *}(y)\right)=\left(\phi_{\omega} \circ Q_{j}(X)\right)(x, y)
$$

where $\phi_{\omega, *}: H_{2}\left(X ; \Lambda_{\mu, j}\right) \rightarrow H_{2}\left(X ; \mathbb{C}^{\omega}\right)$ is the map induced by $\phi_{\omega}$.
Proof. Observe that the statement is equivalent to the commutativity of the diagram

with $\theta_{j}$ and $\theta_{\omega}$ as in Example B.4. The commutativity of the left square follows from naturality of the inclusion-induced map of the pair $(X, \partial X)$. The commutativity of the middle square follows from the naturality of the twisted Poincaré-Lefschetz duality isomorphism, see e.g. [7, Lemma 2.10]. Therefore, we are left with the proof of the commutativity of the right pentagonal diagram.

For that purpose, consider the following diagram of cochain complexes

$$
\begin{aligned}
& \operatorname{hom}_{\Lambda_{\mu, j}}\left(C_{*}(\widetilde{X}), \Lambda_{\mu, j}\right) \xrightarrow{\kappa} \operatorname{hom}_{\Lambda_{\mu, j}}\left(\Lambda_{\mu, j} \otimes_{\Lambda_{\mu}} C_{*}(\tilde{X}), \Lambda_{\mu, j}\right) \\
& \downarrow_{\omega, *} \downarrow^{\phi_{\omega, *}} \\
& \operatorname{hom}_{\Lambda_{\mu, j}}\left(\Lambda_{\mu, j} \otimes_{\Lambda_{\mu}} C_{*}(\widetilde{X}), \mathbb{C}^{\omega}\right) \\
& \operatorname{hom}_{\Lambda_{\mu, j}}\left(C_{*}(\widetilde{X}), \mathbb{C}^{\omega}\right) \xrightarrow{\phi_{\omega}^{*} \uparrow} \\
& \kappa_{\omega} \xrightarrow{\operatorname{hom}_{\mathbb{C}}}\left(\mathbb{C}^{\omega} \otimes C_{*}(\widetilde{X}), \mathbb{C}\right) .
\end{aligned}
$$

For any $f \in \operatorname{hom}_{\Lambda_{\mu, j}}\left(C_{*}(\widetilde{X}), \Lambda_{\mu, j}\right)$, the right-down composition yields

$$
\left(\phi_{\omega, *} \circ \kappa\right)(f)(\lambda \otimes \sigma)=\phi_{\omega}\left(\theta_{j}(\lambda, f(\sigma))\right)
$$

for all $\lambda \in \Lambda_{\mu, j}$ and $\sigma \in C_{*}(\widetilde{X})$. On the other hand, the down-right-up composition gives

$$
\left(\phi_{\omega}^{*} \circ \kappa_{\omega} \circ \phi_{\omega, *}\right)(f)(\lambda \otimes \sigma)=\left(\kappa_{\omega} \circ \phi_{\omega}^{*}\right)\left(\phi_{\omega} \circ f\right)(\lambda \otimes \sigma)=\theta_{\omega}\left(\phi_{\omega}(\lambda), \phi_{\omega}(f(\sigma))\right) .
$$

Since for any $\lambda, \lambda^{\prime} \in \Lambda_{\mu, j}$ we have

$$
\phi_{\omega}\left(\theta_{j}\left(\lambda, \lambda^{\prime}\right)\right)=\theta_{\omega}\left(\phi_{\omega}(\lambda), \phi_{\omega}\left(\lambda^{\prime}\right)\right)
$$

it follows that the diagram is commutative. To conclude the proof, consider the following diagram


By our previous considerations, the left pentagonal diagram is commutative. Furthermore, by naturality of the UCSS, the upper and lower right squares are commutative. Since the horizontal compositions are equal to the respective evaluation maps, the lemma follows.

Remark B.6. Similarly to Example B.4, one can set $A=M=N=\Lambda_{\mu}$ (with $\psi=i d_{\Lambda_{\mu}}$ ) and consider the non-singular sesquilinear pairing $\theta: \Lambda_{\mu} \times \Lambda_{\mu} \rightarrow \Lambda_{\mu}$ given by $\theta\left(\lambda_{1}, \lambda_{2}\right)=\lambda_{1} \overline{\lambda_{2}}$. The associated twisted intersection form

$$
Q(X): H_{2}\left(X ; \Lambda_{\mu}\right) \times H_{2}\left(X ; \Lambda_{\mu}\right) \rightarrow \Lambda_{\mu}
$$

obviously enjoys the same naturality property as $Q_{j}(X)$ with respect to $Q_{\omega}(X)$, but without any restriction on $\omega \in \mathbb{T}^{\mu}$.
B.2. Twisted homology of $\boldsymbol{W}$. Throughout this section, we fixed an index $j=1,2, \ldots, \mu$ and set $\Lambda_{\mu, j}=\Lambda_{\mu}\left[\left(t_{j}-1\right)^{-1}\right]$ as in Example B.4. The purpose of this section is to prove the following lemma.

Lemma B.7. If $W$ is a 4-manifold as in Lemma B.1, then $H_{2}\left(W ; \Lambda_{\mu, j}\right)$ is a free $\Lambda_{\mu, j}$-module.
Its proof requires one more preliminary statement.
Lemma B.8. If $W$ is a 4-manifold as in Lemma B.1, then $H_{i}\left(W, \partial W ; \Lambda_{\mu, j}\right) \cong H^{4-i}\left(W ; \Lambda_{\mu, j}\right)=0$ unless $i=2$, and $H_{i}\left(W ; \Lambda_{\mu, j}\right) \cong H^{4-i}\left(W ; \partial W ; \Lambda_{\mu, j}\right)=0$ unless $i=2$.

Proof of Lemma B.8. First note that our assumptions imply $H_{i}\left(W, \partial W ; \Lambda_{\mu, j}\right)=0$ for $i=0,1$. Indeed, we have

$$
\begin{equation*}
H_{0}\left(W ; \Lambda_{\mu, j}\right) \cong \Lambda_{\mu, j} \otimes_{\Lambda_{\mu}} H_{0}\left(W ; \Lambda_{\mu}\right) \cong \Lambda_{\mu, j} \otimes_{\Lambda_{\mu}} \mathbb{C}=0 \tag{25}
\end{equation*}
$$

which implies $H_{0}\left(W, \partial W ; \Lambda_{\mu, j}\right)=0$. Similarly, we have $H_{0}\left(\partial W ; \Lambda_{\mu, j}\right)=0$. Furthermore, since we assume $H_{1}\left(W ; \Lambda_{\mu}\right)=0$ and since $\Lambda_{\mu, j}$ is a flat $\Lambda_{\mu}$-module, it follows that

$$
\begin{equation*}
H_{1}\left(W ; \Lambda_{\mu, j}\right) \cong \Lambda_{\mu, j} \otimes_{\Lambda_{\mu}} H_{1}\left(W ; \Lambda_{\mu}\right)=0 \tag{26}
\end{equation*}
$$

The vanishing of $H_{1}\left(W ; \Lambda_{\mu, j}\right)$ and of $H_{0}\left(\partial W ; \Lambda_{\mu, j}\right)$ implies that $H_{1}\left(W, \partial W ; \Lambda_{\mu, j}\right)=0$, as desired.
Now, consider the second part of Theorem B. 3 applied to $M=\Lambda_{\mu, j}$ and $C_{*}=C_{*}\left(\widetilde{W}, p^{-1}(\partial W)\right)$ : it yields the spectral sequence

$$
E_{2}^{p, q}=\operatorname{Ext}_{\Lambda_{\mu, j}}^{q}\left(H_{p}\left(W, \partial W ; \Lambda_{\mu, j}\right)^{\operatorname{tr}}, \Lambda_{\mu, j}\right) \Rightarrow H^{p+q}\left(W, \partial W ; \Lambda_{\mu, j}\right)
$$

Since $H_{0}\left(W, \partial W ; \Lambda_{\mu, j}\right)=H_{1}\left(W, \partial W ; \Lambda_{\mu, j}\right)=0$, it follows that $E_{2}^{p, q}=0$ for $p=0,1$, which implies $H^{i}\left(W, \partial W ; \Lambda_{\mu, j}\right)=0$ for $i=0,1$.

Similarly, we have a spectral sequence

$$
E_{2}^{p, q}=\operatorname{Ext}_{\Lambda_{\mu, j}}^{q}\left(H_{p}\left(W ; \Lambda_{\mu, j}\right)^{\operatorname{tr}}, \Lambda_{\mu, j}\right) \Rightarrow H^{p+q}\left(W ; \Lambda_{\mu, j}\right)
$$

which implies

$$
H^{0}\left(W ; \Lambda_{\mu, j}\right) \cong \operatorname{hom}_{\Lambda_{\mu, j}}\left(H_{0}\left(W ; \Lambda_{\mu, j}\right)^{\operatorname{tr}}, \Lambda_{\mu, j}\right)=0
$$

From this spectral sequence, we obtain an exact sequence

$$
0 \rightarrow \operatorname{Ext}_{\Lambda_{\mu, j}}^{1}\left(H_{0}\left(W ; \Lambda_{\mu, j}\right)^{\operatorname{tr}}, \Lambda_{\mu, j}\right) \rightarrow H^{1}\left(W ; \Lambda_{\mu, j}\right) \rightarrow \operatorname{hom}_{\Lambda_{\mu, j}}\left(H_{1}\left(W ; \Lambda_{\mu, j}\right)^{\operatorname{tr}}, \Lambda_{\mu, j}\right)
$$

Using (25) and (26), we deduce that $H^{1}\left(W ; \Lambda_{\mu, j}\right)=0$. The lemma now follows from PoincaréLefschetz duality.

Corollary B.9. For $W$ a 4-manifold as in Lemma B.1, there is an isomorphism of $\Lambda_{\mu, j}$-modules

$$
H_{2}\left(W ; \Lambda_{\mu, j}\right) \cong \operatorname{hom}_{\Lambda_{\mu, j}}\left(H_{2}\left(W, \partial W ; \Lambda_{\mu, j}\right)^{\operatorname{tr}}, \Lambda_{\mu}\right),
$$

Proof. Consider the UCSS

$$
E_{2}^{p, q}=\operatorname{Ext}_{\Lambda_{\mu, j}}^{q}\left(H_{p}\left(W, \partial W ; \Lambda_{\mu, j}\right)^{\operatorname{tr}}, \Lambda_{\mu, j}\right) \Rightarrow H^{p+q}\left(W, \partial W ; \Lambda_{\mu, j}\right) .
$$

From Lemma B.8, we obtain that $E_{2}^{p, q}=0$ unless $p=2$. In particular, we get

$$
H_{2}\left(W ; \Lambda_{\mu, j}\right) \cong H^{2}\left(W, \partial W ; \Lambda_{\mu, j}\right) \cong \operatorname{hom}_{\Lambda_{\mu, j}}\left(H_{2}\left(W, \partial W ; \Lambda_{\mu, j}\right)^{\operatorname{tr}}, \Lambda_{\mu, j}\right)
$$

where the first isomorphism comes from Poincaré-Lefschetz duality.
Proof of Lemma B.7. Consider the relative cellular chain complex $C_{*}:=C_{*}\left(W, \partial W ; \Lambda_{\mu, j}\right)$ of the pair $(W, \partial W)$, and let $Z_{2}$ denote the submodule of 2-cycles in $C_{2}$. Observe that by Lemma B.8, we have $H_{i}\left(C_{*}\right)=0$ for $i=0$, 1 , leading to the exact sequence

$$
\begin{equation*}
0 \rightarrow Z_{2} \xrightarrow{j} C_{2} \xrightarrow{\partial_{2}} C_{1} \xrightarrow{\partial_{1}} C_{0} \rightarrow 0 \tag{27}
\end{equation*}
$$

Since $C_{0}$ is a free $\Lambda_{\mu, j}$-module, this leads to an isomorphism $C_{1} \simeq \operatorname{ker} \partial_{1} \oplus C_{0}$. Since $C_{1}$ is free, it follows that ker $\partial_{1}$ is finitely generated and projective, hence free by Roitman's theorem, see Theorem 1.11 and Corollary 1.12 of [22, Chapter V]. Applying the same argument to the short exact sequence $0 \rightarrow Z_{2} \rightarrow C_{2} \rightarrow \operatorname{ker} \partial_{1} \rightarrow 0$, the fact that $C_{2}$ and ker $\partial_{1}$ are free implies that $Z_{2}$ is free as well.

By Lemma B.8, we also have $H_{i}\left(C_{*}\right)=0$ for $i=3,4$, yielding another exact sequence

$$
0 \rightarrow C_{4} \xrightarrow{\partial_{4}} C_{3} \xrightarrow{\partial_{3}} Z_{2} \xrightarrow{p} H_{2}\left(W, \partial W ; \Lambda_{\mu, j}\right) \rightarrow 0 .
$$

Consider the commutative diagram

where $M^{\bullet}$ stands for $\operatorname{hom}_{\Lambda_{\mu, j}}\left(M^{\operatorname{tr}}, \Lambda_{\mu, j}\right)$ and $Z^{2}=\operatorname{ker}\left(\partial_{3}^{\bullet}\right)$. By Lemma B.8, the bottom row is exact, which implies exactness of the top row at $C_{4}^{\bullet}$ and $C_{3}^{\bullet}$. Furthermore, left-exactness of the hom functor implies that $p^{\bullet}$ is injective. Also, since (27) is a split exact sequence, it follows that $j^{\bullet}$ is surjective. Now, a bit of diagram chasing shows exactness of the top row at $Z_{2}^{\bullet}$, so the top row is exact. Since $C_{4}, C_{3}$ and $Z_{2}$ are free, so are $C_{4}^{\bullet}, C_{3}^{\bullet}$ and $Z_{2}^{\bullet}$. As above, Roitman's theorem now implies that $H_{2}\left(W, \partial W ; \Lambda_{\mu, j}\right)^{\bullet}$ is free as well. By Corollary B.9, it is isomorphic to $H_{2}\left(W ; \Lambda_{\mu, j}\right)$, which concludes the proof.
B.3. Proof of Lemma B.1. Let us first assume $\mu>1$ and fix $j=1,2, \ldots, \mu$. By Lemma B.7, we know that $H_{2}\left(W ; \Lambda_{\mu, j}\right)$ is a free $\Lambda_{\mu, j}$-module. Hence, the twisted intersection form

$$
Q_{j}(W): H_{2}\left(W ; \Lambda_{\mu, j}\right) \times H_{2}\left(W ; \Lambda_{\mu, j}\right) \rightarrow \Lambda_{\mu, j}
$$

can be represented by some matrix $H_{j}$. For any $\omega \in U_{j}:=\left\{\omega \in \mathbb{T}^{\mu}: \omega_{j} \neq 1\right\}$, observe that the action of $\Lambda_{\mu}$ on $\mathbb{C}^{\omega}$ extends to an action of $\Lambda_{\mu, j}$. In other words, we have a natural homomorphism $\phi_{\omega}: \Lambda_{\mu, j} \rightarrow \mathbb{C}^{\omega}$ given by $t_{i} \mapsto \omega_{i}$. Consider the first part of Theorem B. 3 applied to $M=\mathbb{C}^{\omega}$ seen as a module over $R=\Lambda_{\mu, j}$ via $\phi_{\omega}$, and to $C_{*}=C_{*}\left(\widetilde{W} ; \Lambda_{\mu, j}\right)$ : it yields the spectral sequence

$$
E_{p, q}^{2}=\operatorname{Tor}_{p}^{\Lambda_{\mu, j}}\left(\mathbb{C}^{\omega}, H_{q}\left(W ; \Lambda_{\mu, j}\right)\right) \Rightarrow H_{p+q}\left(W ; \mathbb{C}^{\omega}\right)
$$

By Lemma B.8, we have $H_{i}\left(W ; \Lambda_{\mu, j}\right)=0$ unless $i=2$ and by Lemma B.7, $H_{2}\left(W ; \Lambda_{\mu, j}\right)$ is free. Consequently, $E_{2}^{p, q}=0$ unless $p=0$ and $q=2$. Therefore, $H_{i}\left(W ; \mathbb{C}^{\omega}\right)=0$ unless $i=2$ and

$$
H_{2}\left(W ; \mathbb{C}^{\omega}\right) \cong \mathbb{C}^{\omega} \otimes_{\Lambda_{\mu, j}} H_{2}\left(W ; \Lambda_{\mu, j}\right)
$$

In particular, we have

$$
\operatorname{rank}_{\mathbb{C}} H_{2}\left(W ; \mathbb{C}^{\omega}\right)=\operatorname{rank}_{\Lambda_{\mu, j}} H_{2}\left(W ; \Lambda_{\mu, j}\right)
$$

Lemma B. 5 now implies that for any $\omega \in U_{j}$, the intersection form $Q_{\omega}(W)$ can be represented by the matrix $H_{j}(\omega)$ obtained by evaluating $H_{j}$ at $\left(t_{1}, \ldots, t_{\mu}\right)=\omega$.

We now turn to the case $\mu=1$. First note that our assumptions together with the exact sequence of the pair $(W, \partial W)$ imply that $H_{1}\left(W, \partial W ; \Lambda_{1}\right)$ vanishes. Since $\Lambda_{1}$ is a PID, the Universal Coefficient Theorem then yields

$$
H^{2}\left(W, \partial W ; \Lambda_{1}\right) \cong \operatorname{hom}_{\Lambda_{1}}\left(H_{2}\left(W, \partial W ; \Lambda_{1}\right), \Lambda_{1}\right)
$$

This shows that $H^{2}\left(W, \partial W ; \Lambda_{1}\right)$ is torsion free, hence free. By Poincaré-Lefschetz duality, the same holds for $H_{2}\left(W ; \Lambda_{1}\right)$. Since $H_{1}\left(W ; \Lambda_{1}\right)$ vanishes by assumption, one more application of the Universal Coefficient Theorem yields

$$
H_{2}\left(W ; \mathbb{C}^{\omega}\right) \cong \mathbb{C}^{\omega} \otimes_{\Lambda_{1}} H_{2}\left(W ; \Lambda_{1}\right)
$$

The statement now follows from the naturality of the twisted intersection form as stated in Remark B.6.
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