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We propose a nonlinear density estimator, which is locally adaptive, like wavelet estimators, and positive everywhere, without a log- or root-transform. This estimator is based on maximizing a nonparametric log-likelihood function regularized by a total variation penalty. The smoothness is driven by a single penalty parameter, and to avoid cross validation, we derive an information criterion based on the idea of universal penalty.

The penalized log-likelihood maximization is reformulated as an $\ell_1$-penalized strictly convex program whose unique solution is the density estimate. A Newton-type method cannot be applied to calculate the estimate because the $\ell_1$-penalty is non-differentiable. Instead, we use a dual block-coordinate relaxation method that exploits the problem structure.
By comparing with kernel, spline and \emph{taut string} estimators on a Monte Carlo simulation, and by investigating the sensitivity to ties on two real data sets, we observe that the new estimator achieves good $L_1$ and $L_2$ risk for densities with sharp features, and behaves well with ties.
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1 Introduction

An old problem in statistics (Silverman 1986; Scott 1992; Simonoff 1996) is the estimation of a univariate density function \( f \) sampled at \( N \) points in some real domain \( \Omega \). For simplicity, we assume for now that the points are distinct and we let \( \mathbf{x} = (x_1, \ldots, x_N) \) be the distinct order statistics. Section 6 addresses the ties issue. Maximizing the nonparametric log-likelihood function

\[
    l(f; \mathbf{x}) = \sum_{i=1}^{N} \log f(x_i),
\]

over all nonnegative-valued integrable measures \( f \) that integrate to unity leads to the degenerate estimate \( \hat{f}(x) = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}(x) \), where \( \delta_{x_i}(\cdot) \) is the Dirac measure at \( x_i \). It is degenerate in that its total variation (TV) is unbounded: \( \hat{f} \) does not belong to the space of measures of bounded variation.

Many nonparametric estimators either add to (1) a penalty on nonsmoothness, as in Tikhonov regularization (Tikhonov 1963), or impose some smoothness constraint to obtain a smoother and more accurate estimate. For instance, the histogram is the unique maximum likelihood estimate constrained to be piecewise-constant on bins. In a pioneering paper, Good and Gaskins (1971) proposed adding to (1) a functional \( \Phi(f) \) that penalizes nonsmoothness, multiplied by a penalty parameter \( \lambda > 0 \). They defined the functional estimate \( \hat{f}_\lambda \) as the solution to

\[
    \max_{f \in \mathcal{F}} \quad l(f; \mathbf{x}) - \lambda \Phi(f) \quad \text{s.t.} \quad \int f(x) \, dx = 1,
\]

(“s.t.” is short for “subject to”), where \( \mathcal{F} \) is a prescribed class of nonnegative-valued functions on \( \Omega \). The estimate \( \hat{f}_\lambda \) tends to a high variance estimate when \( \lambda \to 0^+ \), and to the density in \( \mathcal{F} \) of minimum penalty \( \Phi \) when \( \lambda \to \infty \). Various
penalty functionals, including \( \Phi(f) = 4 \int \{ \nabla \sqrt{f} \}^2 \) (Good and Gaskins 1971) and \( \Phi(f) = \int \{ \nabla^3 \log f \}^2 \) (Silverman 1982), have been proposed, but each has drawbacks. In particular, these penalty functionals intrinsically assume \( f \) is smooth on \( \Omega \) (i.e., \( \mathcal{F} = C^1(\Omega) \)) or the points of nondifferentiability have no practical significance and can be ignored. Accordingly, they penalize high values of \( |f'| \) more heavily and can result in oversmoothing when the underlying density is not differentiable everywhere (e.g., its graph has jumps or corners or cusps). Also, with root- or log-transforms, nonsmoothness is penalized more heavily at low density values than at high density values, which may lead to uneven smoothing. It is often argued that basing the penalty on the derivatives of \( \sqrt{f} \) or \( \log f \) provides a barrier from nonpositivity of \( f \).

However, the terms \( \log f(x_i) \) in (1) already provide barriers against nonpositivity of \( f \) at the sample points \( x_1, \ldots, x_N \), and \( f \) would be positive everywhere on \( [x_1, x_N] \) if the functions in \( \mathcal{F} \) are restricted to be monotone on each subinterval \( [x_i, x_{i+1}] \), \( i = 1, \ldots, N - 1 \).


For the estimation of nonsmooth functions, nonlinear wavelet-based estimators pioneered by Waveshrink in regression (Donoho and Johnstone 1994) have been developed for density estimation as well; see Vidakovic (1999) for a review. To guarantee positivity of the wavelet estimate, Penev and Dechevsky (1997) and Pinheiro and Vi-
dakovic (1997) estimated $\sqrt{f}$ at the cost of losing local adaptivity, showing again that the use of a transform is not innocuous. Wavelet estimators are also sensitive to the choice of the dyadic grid (Renaud 2002) as the histogram is sensitive to the choice of bins. Recently, Willett and Nowak (2003) proposed to adaptively prune a multiscale partition, Davies and Kovac (2004) proposed *taut string*, a simple and yet efficient locally adaptive estimator which measures complexity by the number of modes, and Koenker and Mizera (2006) proposed a log-density estimator regularized by a TV penalty on the first derivative.

The density estimator which we propose in Section 2 is based on the TV penalty, a functional that does not even assume first-order differentiability. The resulting convex $\ell_1$-norm has been much used for finding sparse overcomplete representations of noisy signals, as it imparts remarkable sparsity or local adaptivity properties to estimators (e.g., *Lasso*, *soft-waveshrink*, $\ell_1$-*Markov random field*). However, it has been little used for density estimation, possibly due to difficulties in selecting the penalty parameter and applying a Newton-type method when the penalized log-likelihood function is not differentiable. The goal of this paper is to show that a nonsmooth penalty can be beneficial for density estimation, by overcoming the aforementioned difficulties. We derive in Section 3 a practical rule to select the penalty parameter. We describe in Section 4 an iterative method, based on dual block coordinate relaxation, that exploits the special structure of $\ell_1$-penalized log-likelihood and efficiently computes a solution. Section 5 studies the finite sample properties of the new estimator in comparison with existing estimators on a Monte Carlo simulation. We analyze sensitivity to ties on real and simulated data sets in Section 6, and draw some conclusions in Section 7.
2 Total-variation-penalized log-likelihood

To estimate possibly nonsmooth densities $f$ in the space of functions of bounded variation, we use in (2) the TV penalty functional

$$
\Phi_{TV}(f) = \sup \sum_j |f(u_{j+1}) - f(u_j)|, \quad (3)
$$

where the supremum is taken over all possible partitions $[u_j, u_{j+1}]$, $j = 1, \ldots, M$, of $\Omega$, the domain of the univariate density. If we assume that $f$ is absolutely continuous, then TV would reduce to the more conventional smoothness measure $\Phi_{TV}(f) = \int_\Omega |f'(x)|dx$. In general, the total variation (3) cannot be evaluated because enumerating all possible partitions (which includes the histogram bins) is computationally intractable, even if $\Omega$ is discretized by a fine grid. Moreover, minimizing the penalized-TV functional yields piecewise-constant function with jumps at the knot points (see Appendix A). The 2-sided discontinuities of the piecewise constant function at the knots is undesirable for the purpose of smoothing. We could enforce more smoothness by restricting $f$ to be left-continuous or right-continuous, but each introduces asymmetry arbitrarily.

In contrast, the classes $\mathcal{F}_u^0$ and $\mathcal{F}_x^1$ of piecewise-constant and piecewise-linear functions $f$ with breakpoints at the $u$- and $x$-knots proposed below exhibit more symmetry as well as smoothness. This regularization of the smoothness class is analogous to O’Sullivan (1988)’s proposal to approximate the functional estimate of Silverman (1982). Let $u_0 = x_1$, $u_N = x_N$, and $u_1, \ldots, u_{N-1}$ be the midpoints between the order statistics of the sample points, i.e., $u_i = (x_i + x_{i+1})/2$. Consider the space of zeroth-order splines on the $u$-partition,

$$
\mathcal{F}_u^0 = \{ f : [x_1, x_N] \to \mathbb{R} \mid f \text{ is constant on } (u_{i-1}, u_i), i = 1, \ldots, N \}.
$$
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or the space of first-order splines on the $x$-partition,

$$
\mathcal{F}^1_x = \left\{ f \in C^0[x_1, x_N] \mid f \text{ is linear on } [x_{i-1}, x_i], i = 2, \ldots, N \right\}.
$$

For a given $\lambda > 0$, we define the density estimates $TV^0$ (respectively, $TV^1$) to be the solution to (2) using TV penalty (3) restricted to the function class $\mathcal{F}^0_u$ (respectively, $\mathcal{F}^1_x$). Thus $TV^0$ is piecewise-constant on the $u$-partition and $TV^1$ is continuous and piecewise-linear on the $x$-partition. Notice that any density $f \in \mathcal{F}^0_u$ that is not monotone on $[u_{i-1}, u_i]$, $i = 1, \ldots, N$, can be made so by suitably adjusting the value of $f$ at $u_0, u_1, \ldots, u_N$ without decreasing $l(f; x) - \lambda \Phi_{TV}(f)$. Thus there exists a $TV^0$ that is piecewise-monotone on the $u$-partition. Also, any density in $\mathcal{F}^1_x$ is monotone on $[x_{i-1}, x_i]$, $i = 2, \ldots, N$, so any $TV^1$ is piecewise-monotone on the $x$-partition. Since the TV of a monotone univariate function $f$ on a closed interval $[\alpha, \beta]$ is $|f(\beta) - f(\alpha)|$, it follows from direct integration that such $TV^0$ and $TV^1$ are solutions to the following finite-dimensional optimization problem, with $f_i = f(x_i)$ at the order statistics,

$$
\min_{f \in \mathbb{R}^N} - \sum_{i=1}^{N} \log f_i + \lambda \|Bf\|_1, \quad \text{s.t.} \quad a^T f = 1, \quad (4)
$$

where $B$ is the $(N - 1) \times N$ matrix such that $\|Bf\|_1 = \sum_{i=1}^{N-1} |f_{i+1} - f_i|$ (i.e., $B_{i,i} = -B_{i,i+1} = 1$ for $i = 1, \ldots, N - 1$ and zero otherwise), $a_1 = (x_2 - x_1)/2$, $a_N = (x_N - x_{N-1})/2$ and $a_i = (x_{i+1} - x_{i-1})/2$ for $i = 2, \ldots, N - 1$. Notice that the integration coefficients $a$ depend only on the sample $x$, not on the density $f$. This is a convex program with strictly convex (though nondifferentiable) objective function and linear constraint, so it has a unique solution.

We now make some important observations about the approximation (4). First, the estimates use adaptive partition, reminiscent of logspline which places knots near order statistics, in the sense that the modeling of the underlying density depends on
the sample. We will see that, for TV-penalization, the “knot selection” has the advantage of being driven by a single penalty parameter. Second, the piecewise-monotone interpolation (either constant or linear) avoids introducing spurious modes between observations where no information is available. Third, the TV of the density is evaluated on the range of the observation \([x_1, x_N]\), the domain of the density being unknown. Evaluating the smoothness measure on \([x_1, x_N]\) is also required for the derivation of the universal penalty parameter (see Section 3.1). Fourth, the log-likelihood ensures positivity of \(f_i, i = 1, \ldots, N\), which, together with the piecewise-constant or piecewise-linear interpolation, results in an estimate that is positive everywhere on \([x_1, x_N]\). Fifth, the proposed TV estimator is linked to taut string that has been shown to be solution to

\[
\min_{f} \sum_{i=1}^{N-1} (x_{i+1} - x_i) \left\{ (x_{i+1} - x_i) f_i - \frac{1}{N-1} \right\}^2 + \lambda \sum_{i=1}^{N-1} |f_{i+1} - f_i|.
\]

Finally, using results from optimization theory (Bertsekas 1999; Rockafellar 1970), TV\(^0\) and TV\(^1\) have the following properties which will be useful for selecting the penalty parameter \(\lambda\); see Section 3.

**Property 1.** Suppose \(N\) is a multiple of a blocksize \(K \in \{1, \ldots, N\}\) (i.e., \(N = n_N K\)) and let \(B_K\) be the matrix operating finite differences skipping every other \(K\):

\[
\|B_K f\|_1 = \sum_{i=1}^{n_N} \sum_{j=1}^{K-1} |f_{K(i-1)+j+1} - f_{K(i-1)+j}|,
\]

with the convention that \(\sum_{j=1}^{0} = \sum_{j=1}^{1}\) so that \(B_1 = B\); note that \(B_K f = 0\) if and only if \(f\) is piecewise constant density taking identical values at \(K\) successive points:

\[
f_{K(i-1)+1} = \ldots = f_{K(i-1)+K}, \ i = 1, \ldots, n_N.
\]
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With $B = B_K$ in (4), there exists a finite threshold $\lambda_x$ such that the solution is a piecewise constant according to (6) if and only if $\lambda \geq \lambda_x$. Specifically, we rewrite (4) as

$$\min_{\mathbf{f} \in \mathbb{R}^N, \mathbf{u} \in \mathbb{R}^{N-1}} -\sum_{i=1}^N \log f_i + \lambda \|\mathbf{u}\|_1, \quad \text{s.t.} \quad B_K \mathbf{f} - \mathbf{u} = 0, \quad a^T \mathbf{f} = 1,$$

(7)

whose corresponding Lagrangian is

$$L(\mathbf{f}, \mathbf{u}, \mathbf{w}, z) = -\sum_{i=1}^N \log f_i + \lambda \|\mathbf{u}\|_1 + \mathbf{w}^T (B_K \mathbf{f} - \mathbf{u}) + z (a^T \mathbf{f} - 1).$$

(8)

Due to the linear constraints, the Karush–Kuhn–Tucker condition $0 \in \partial L(\mathbf{f}, \mathbf{u}, \mathbf{w}, z)$ is both necessary and sufficient for optimality (Rockafellar 1970, Theorem 28.2). Here we use the subdifferential $\partial$ since $\|\cdot\|_1$ is not differentiable. Since the subdifferential of $\|\cdot\|_1$ at 0 is the unit-ball with respect to the $\ell_\infty$-norm, it is readily seen that $0 \in \partial L(\mathbf{f}, \mathbf{u}, \mathbf{w}, z)$ at $\mathbf{u} = B_K \mathbf{f} := 0$ if and only if

$$-1/f_i + (B_K^T \mathbf{w})_i + z a_i = 0, \quad i = 1, \ldots, N,$$

(9)

$$\|\mathbf{w}\|_\infty \leq \lambda$$

(10)

$$a^T \mathbf{f} - 1 = 0$$

(11)

The solution $\mathbf{w}$ to (9)-(11) has entries

$$w_{K(i-1)+k} = -N \sum_{j=1}^k a_{K(i-1)+j} + \frac{Nk}{K} \sum_{j=1}^K a_{K(i-1)+j}, \quad i = 1, \ldots, n_N, \quad k = 1, \ldots, K$$

(12)

for $\lambda$ large enough. The smallest possible $\lambda$ is therefore

$$\lambda_x = \|\mathbf{w}\|_\infty \quad \text{with} \quad \mathbf{w} \text{ in (12)},$$

(13)

which is finite.
At the other end, as $\lambda \to 0^+$, a continuity argument shows that the solution to (4) converges to the empirical estimate $\hat{f}_{\lambda,i} = \frac{1}{a_i N}$, $i = 1, \ldots, N$, which is the unique solution to (4) with $\lambda = 0$.

Property 2. By strict convexity of the objective function and by linearity of the constraint, any local minimizer of (4) is its unique global minimizer. This nice property is similar to the convexity property of the cost function used in O’Sullivan (1988) and contrasts with the multimodality of the criterion encountered with \textit{logspline} (Kooperberg and Stone 1991; Kooperberg and Stone 2002).

Property 3. For each $1 \leq i \leq N - 1$ with $\frac{1}{a_i} \geq \frac{1}{a_{i+1}}$ (respectively, $\frac{1}{a_i} \leq \frac{1}{a_{i+1}}$), we have $\hat{f}_{\lambda,i} \geq \hat{f}_{\lambda,i+1}$ (respectively, $\hat{f}_{\lambda,i} \leq \hat{f}_{\lambda,i+1}$) for all $\lambda \geq 0$.

For the proof, see Appendix D. This shows that the estimate $\hat{f}_{\lambda,i}$ is ordered (relative to the neighboring values) consistently with the ratio $\frac{1}{a_i}$ for all $\lambda$.

Property 4. Under affine transformation of the data $Y = \alpha + \beta X$ with $\beta > 0$, the estimate (4) satisfies $\hat{f}_X^X(x) = \beta \hat{f}_{Y}^{Y}(\alpha + \beta x)$.

3 Selection of the penalty parameter

The penalty parameter $\lambda \geq 0$ indexes a continuous class of models. Its selection is crucial to find the model that best fits the data. Model selection is an old problem, for which key contributions are the AIC, $C_p$ and BIC criteria (Akaike 1973; Mallows 1973; Schwarz 1978) in the context of variable selection, that is, for the discrete problem equivalent to $\ell_0$-penalized likelihood. Candidates for selecting the hyperparameter in $\ell_1$-penalized log-likelihood models are resampling techniques such as cross validation (Stone 1974) and the bootstrap, an approximate generalized cross validation (Fu 1998) derived for the Lasso (Tibshirani 1995), BIC borrowed from
variable selection (Koenker, Ng, and Portnoy 1994), the empirical Bayes approach (Good 1965) used for $\ell_1$ Markov random field smoothing (Sardy and Tseng 2004), and SL$_1$IC (Sardy 2009) based on the universal penalty parameter (Donoho and Johnstone 1994). See Berlinet and Devroye (1994) for a review of bandwidth selection methods for kernel-based density estimates. However, cross validation is computationally intensive while generalized cross validation, originally devised for linear estimators (Craven and Wahba 1979), requires for our problem an ill-defined linearization of the $\ell_1$-penalized log-likelihood near the solution. The Bayesian information criterion was intended for variable selection ($\ell_0$-penalty), not for $\ell_1$-penalized log-likelihood. Empirical Bayes requires maximizing the marginal likelihood of the data with respect to the prior, which is rarely available in a closed form and therefore requires numerical integration tools. So we turn to an extension of the universal penalty parameter in Section 3.1 and an extension of SL$_1$IC to density estimation in Section 3.2.

### 3.1 Universal penalty parameter

The universal penalty parameter was originally developed in regression for Gaussian wavelets smoothing (Donoho and Johnstone 1994). We review here an important property of the universal penalty parameter, based on which we derive a universal penalty parameter for (4). Suppose $y = (y_1, \ldots, y_N)$ are Gaussian measurements of $f = (f(x_1), \ldots, f(x_N))$ at $N = 2^{J+1}$ equispaced locations $x_1, \ldots, x_N$ on $[0, 1]$, and assume the function $f(\cdot)$ can be well represented by a linear combination of approximation $\phi(\cdot)$ and fine scale $\psi(\cdot)$ wavelets. The standard wavelets are multi-resolution functions that are locally supported and indexed by a location parameter $k$ and a scale parameter $j$. A father wavelet $\phi(\cdot)$ such that $\int_0^1 \phi(x)dx = 1$ generates
\( p_0 = 2^{j_0} \) approximation wavelets by means of the dilation and translation relation

\[
\phi_{j_0,k}(x) = 2^{j_0/2} \phi(2^{j_0} x - k), \quad k = 0, 1, \ldots, 2^{j_0} - 1.
\]

Similarly, a mother wavelet \( \psi(\cdot) \) such that \( \int_0^1 \psi(x)dx = 0 \) generates \( N - p_0 \) fine scale wavelets

\[
\psi_{j,k}(x) = 2^{j/2} \psi(2^j x - k), \quad j = j_0, \ldots, J; \quad k = 0, 1, \ldots, 2^j - 1.
\]

Hence we assume \( f = \Phi \alpha = \Phi_0 \beta + \Psi \gamma \), where \( \Phi_0 \) is the \( N \times p_0 \) matrix of approximation wavelets, \( \Psi \) is the \( N \times (N - p_0) \) matrix of fine scale wavelets, and \( \beta \) and \( \gamma \) are the corresponding coefficients.

Donoho, Johnstone, Hoch, and Stern (1992) use an \( \ell_1 \)-penalty on the wavelet coefficients \( \beta_{j,k} \) to regularize the log-likelihood and define the estimate as the solution to

\[
\min_{\beta, \gamma} \frac{1}{2} \| \Phi_0 \beta + \Psi \gamma - y \|_2^2 + \lambda \| \gamma \|_1 = \min_{\beta, f = \Psi \gamma} \frac{1}{2} \| \Phi_0 \beta + f - y \|_2^2 + \lambda \sum_{j = j_0}^J \| \Psi_j^T f \|_1 \tag{14}
\]

One can show a property similar to Property 1, namely, all coefficient are exactly set to zero (i.e., \( \| \hat{\gamma}_\lambda \|_1 = 0 \)) if and only if \( \lambda \geq \lambda_y \), where \( \lambda_y = \| \Psi' y \|_\infty \). Based on this property, the universal penalty parameter \( \lambda_N^\Psi \) is defined as the smallest function of the sample size \( N \) such that, when the true underlying function is constant then the above \( \ell_1 \)-penalized log-likelihood estimate is also constant with a probability tending to one as \( N \to \infty \). A solution \( \lambda_N^\Psi = \sigma \sqrt{2 \log N} \) is found by controlling the extremal behavior of \( \lambda_Y \) when \( Y \) is a vector of independent Gaussian variables with variance \( \sigma^2 \). Importantly the simple universal penalty \( \lambda_N^\Psi \) provides nearly minimax results for a class of loss functions and smoothness classes (Donoho, Johnstone, Kerkyacharian,
and Picard 1995).

Deriving a universal penalty for our TV density estimator is not straightforward. Certainly the successive finite differences $|f_2 - f_1|, |f_3 - f_2|, |f_4 - f_3|, \ldots$ used by the TV penalty in (4) are reminiscent of the discrete Haar mother wavelets coefficients at level $J$ defined by $|\Psi^T_{J,1} f| = \frac{1}{\sqrt{2}} |f_2 - f_1|$, $|\Psi^T_{J,2} f| = \frac{1}{\sqrt{2}} |f_4 - f_3|$, $\ldots$. Yet a major discrepancy is the non disjoint nature of the TV finite differences (for instance $f_2$ appears in $|f_2 - f_1|$ and $|f_3 - f_2|$) so that $f_1$ is linked not only to $f_2$ but also to the last value $f_N$ via all intermediate values. Haar wavelets use only every other finite difference and operate instead finite differences at various scales $j_0, \ldots, J$ (for instance $|\Psi^T_{(j-1)J,1} f| = \frac{1}{2} |f_3 + f_4 - f_2 - f_1|$). We propose the following adaptation of the universal penalty to TV regularization. Observe that the property achieved by the universal rule $\lambda_N$ with a probability tending to one that all Haar wavelet coefficients $\gamma_{jk}$ at levels $J$ and $J - 1$ are null is true if and only if $f_{4k+1} = f_{4k+2} = f_{4k+3} = f_{4k+4}$ for $k = 0, \ldots, 2^{J-1} - 1$, that is the function is piecewise constant on disjoint intervals of length $2^{J-1}/N$. Hence to extend the universal rule to TV-density estimation, one may select $\lambda_N^{TV}$ such that the estimate (4) is piecewise constant on blocks of size $K$ according to (6) with a probability tending to one as $N$ goes to infinity when the underlying density is Uniform. This amounts to controlling with $\lambda_N^{TV}$ the extremal behavior of $\lambda_x$ of Property 1 which sets the estimated density to a piecewise constant density when $x$ is a $U(0,1)$ sample of size $N$. Appendix B provides the derivation of the bound $\lambda_N^{TV} = \sigma_{N,K} \sqrt{2 \log(N/K)}$ with $\sigma_{N,K} = \sqrt{(1 - K/N)K}$ for the choice $K \sim \sqrt{\log N}$ for large $N$.

3.2 A sparsity $\ell_1$ information criterion

The universal penalty is asymptotically minimax but is known to oversmooth in regression when $N$ is small. So we propose to derive an information criterion to select
a penalty based on the sample, which is always bounded above by $\lambda TV_N$. Borrowing from Markov random field (Besag 1986; Geman and Geman 1984), the vector $\mathbf{f}$ at the $N$ samples may be interpreted as the realization of a first-order pairwise Laplace Markov random field with improper joint density

$$
\pi_f(\mathbf{f} | \lambda) = (\lambda/2)^{N-1} \exp\{-\lambda \sum_{i=1}^{N-1} |f_{i+1} - f_i|\},
$$

shifted and rescaled to make it a density. The parameter $\lambda$ is also seen as a random variable with prior distribution $\pi_N(\lambda; \tau_N)$ derived below. Using Bayes theorem to derive the log-posterior distribution of $(\mathbf{f}, \lambda)$, we define the sparsity $\ell_1$ information criterion (Sardy 2009) for density estimation as

$$
SL_{1IC}(\mathbf{f}, \lambda) = -\sum_{i=1}^{N} \log f_i + \{\lambda Bf_1 - (N - 1) \log(\lambda/2)\}
$$

$$
- \log \pi_N(\lambda; \tau_N) \quad \text{s.t.} \quad \mathbf{a}^T \mathbf{f} = 1. \tag{15}
$$

To derive the prior for $\lambda$, recall from the previous section and Appendix B that the bound $\lambda TV_N$ is based on the statistics $\lambda x$ defined by (13) in Property 1. The statistics $\lambda x$ is the smallest penalty to achieve piecewise constant density given a Uniform sample $\mathbf{x}$. Its distribution is degenerate as that of many supremum, but results from extreme value theory provide that

$$
\varphi_{n_N}(\lambda x / \sigma_N - d_{n_N}) \longrightarrow_d G_0^\theta,
$$

where $G_0(x) = \exp(- \exp(-x))$ is the Gumbel distribution, $\sigma_N = \sqrt{NFL}(1 - L_N)$, $n_N = N/\sqrt{\log N} = 1/L_N$, $\varphi_{n_N} = \sqrt{2 \log n_N}$ and $d_{n_N} = \varphi_{n_N} - (\log \log n_N + \log 4\pi - 2 \log 2)/(2\varphi_{n_N})$. The extremal index $\theta \in (0, 1]$ (Hsing, Husler, Hüsler, and Leadbetter 1988; Coles 2001) stems from the dependence of the variables, owing to the correlation
between order statistics. Hence we check that, with the prescribed \( \lambda^\text{TV}_N = \sigma_N \varphi_{n_N} \), then \( P(\|w\|_\infty \leq \lambda^\text{TV}_N) \approx 1 - \theta / \sqrt{\log n} N \to 1 \). But the asymptotic distribution also provides an approximate distribution for the smallest finite \( \lambda \)'s that fit a piecewise constant density with a probability tending to one from Uniform samples. We consider this distribution for the prior density \( \pi_N(\lambda; \tau) = G'(\lambda; \tau) \) with \( G(\lambda; \tau) = G''_0(\varphi_{n_N}(\lambda / (\sigma_N \tau) - d_{n_N})) \), where \( \tau \) is calibrated to fit the true underlying Uniform density (i.e., \( f_1 = \cdots = f_N \)) for \( \lambda = \lambda^\text{TV}_N \) with a probability tending to one as the sample size tends to infinity. The calibrated value \( \tau_N = \varphi_{n_N}^2 / (N - 1) \) is found as the approximate root in \( \tau \) to the first order optimality condition of (15) with respect to \( \lambda \):

\[
\sum_{i=1}^{N-1} |f_{i+1} - f_i| - \frac{N - 1}{\lambda} - \frac{G''_0(\lambda; \tau)}{G'(\lambda; \tau)} = 0 \quad \text{with} \quad \sum_{i=1}^{N-1} |f_{i+1} - f_i| = 0 \quad \text{and} \quad \lambda = \lambda^\text{TV}_N.
\]

Like AIC or BIC, the SL\(_1\)IC information criterion (15) is minimized alternatively over \( f \) (which is the topic of Section 4 below) and \( \lambda \) (which entails a simple univariate optimization) to provide both an estimate of the density and concomitantly a selection of the hyperparameter. The SL\(_1\)IC choice of \( \lambda \) is asymptotically minimax in the nonparametric Gaussian sparse regression setting (Sardy 2009), where the estimator has the advantage of having a closed form expression. Here the density estimator cannot be expressed in a closed form, but is the solution of a non-differentiable \( \ell_1 \) penalized likelihood expression (4). This makes the consistency or minimax properties of the proposed estimator harder to establish, and a challenging area of research. In the Gaussian regression setting, Mammen and van de Geer (1997) derive rates of convergence in bounded variation function classes for some optimal penalty \( \lambda \) (unknown in practice) and discuss pointwise limiting distributions. In particular they show that total variation-based estimators adapts to local smoothness.
4 Primal and duality reformulations and a block coordinate relaxation method

4.1 Primal reformulations

Computing the TV-penalized estimate for a given $\lambda$ in (15) amounts to solving (4), which is not a trivial task owing to the nondifferentiability of the $\ell_1$-penalty, high-dimensionality, and the presence of a constraint. Newton-type methods cannot be directly applied. One approach consists in transforming (7) into a linearly constrained problem with smooth convex objective function by using a standard trick of replacing $\|u\|_1$ in the objective with $1^T(u^+ + u^-)$ and replacing $u$ in the constraint with $u^+ - u^-$, subject to $u^+ \geq 0$, $u^- \geq 0$. The resulting problem can be solved using an interior-point method (Koenker and Mizera 2006) or other methods; see, e.g., Bertsekas (1999, Chapter 2). However, this significantly increases size of the problem and special care is needed to exploit the sparsity structure of $B$.

Instead, we show below that (4) can be transformed into a convex program of the special form

$$\min_{v=(v_1,\ldots,v_n)^T} g(Cv + e) + h(v),$$

where $n \geq 1$, $g(f_1,\ldots,f_N) = -\sum_{i=1}^N \log f_i$, $C$ is an $N \times n$ matrix, $e \in \mathbb{R}^N$, and $h$ is a separable convex function (i.e., $h(v) = \sum_{i=1}^n h_i(v_i)$). Due to the separability of $h$ (even though $h$ may be nondifferentiable), this problem can be solved using a block coordinate relaxation (BCR) method, whereby, at each iteration, a block of coordinates of $v$ is chosen and the objective function is minimized with respect to these coordinates while the other coordinates are held fixed at their current value (Sardy, Bruce, and Tseng 2000; Tseng 2001). Notice that the TV term $\|Bf\|_1$ in (4) is nondifferentiable and nonseparable (e.g., $f_2$ appears in two terms: $|f_2 - f_1|$ and
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\(|f_3 - f_2|\), so the BCR method cannot be directly applied to this problem.

If each block comprises a single coordinate, then the BCR method solves a succession of univariate subproblems until convergence, and is therefore simple to implement (e.g., back-fitting uses the BCR approach). In particular, starting with an initial guess \(v\) satisfying \(Cv + e > 0\), it chooses an \(i \in \{1, \ldots, n\}\) and minimizes \(g(Cv + e) + h(v)\) with respect to \(v_i\) while holding the other coordinates of \(v\) fixed to generate a new \(v\).

The rule for choosing successive \(i\) is crucial for convergence. The classical cyclic rule chooses \(i\) in, for example, increasing order \(i = 1, \ldots, n\) and then repeats this. The more general essentially cyclic rule entails that each \(i \in \{1, \ldots, N\}\) is chosen at least once every \(T\) \((T \geq N)\) successive iterations to allow different orders. The optimal descent rule (Sardy, Bruce, and Tseng 2000) chooses an \(i\) for which the minimum-magnitude partial derivative of the objective function with respect to \(v_i\), i.e., \(\min_{\eta \in \partial h_i(v_i)} \left| \frac{\partial J(v)}{\partial v_i} + \eta \right|\), is the largest, where \(J(v) = g(Cv + e)\). This yields the highest rate of descent and can considerably improves efficiency compared to the essentially cyclic rule.

Our first reformulation involves a change of variables based on the observation that \(Bf = v\), \(a^Tf = 1\) if and only if \(f = Cv + 1/b_N\), where \(b = R^T a\), \(R\) is the upper triangular matrix of ones, and \(C\) is the \(N \times (N - 1)\) matrix with entries \(C_{ij} = 1 - b_j/b_N\) if \(j \geq i\) and otherwise \(C_{ij} = -b_j/b_N\). Then (4) can be transformed into (16) with \(e = 1/b_N\). Global convergence of the BCR method when applied to this transformed problem can be established for the essentially cyclic rule based on Tseng (2001), and for the optimal descent rule based on Sardy, Bruce, and Tseng (2000, Theorem 2). The \(C\) matrix is not sparse however, so there is no closed form solution to each univariate subproblem. Consequently, an expensive line search is required at each iteration, a drawback that is avoided by the next reformulation.
4.2 Duality reformulation

Analogous to the iterated dual mode (IDM) algorithm (Sardy and Tseng 2004), we use convex programming duality theory (Rockafellar 1970; Rockafellar 1984) to obtain a dual problem of the form (16), to which we apply the BCR method. This dual approach has the advantage of not requiring an expensive line search at each iteration, as we now see. Let \( L(f, u, w, z) \) be the Lagrangian function defined by (8), with Lagrange multipliers \( w \) (for \( Bf = u \)) and \( z \) (for \( a^Tf = 1 \)). The minimization (4) is equivalent to

\[
\min_{f, u} \max_{w, z} L(f, u, w, z)
= \max_{w, z} \min_{f, u} L(f, u, w, z)
= \max_{w, z} \left( -z + \min_f \sum_{i=1}^N \left( -\log f_i + f_i \{ (B^Tw)_i + za_i \} \right) + \min_u \sum_{i=1}^{N-1} \lambda |u_i| - w_i u_i \right)
= N + \max_{\|w\|_\infty \leq \lambda, z} -z + \sum_{i=1}^N \log \{(B^Tw)_i + za_i \},
\]

where the first equality uses a strong duality result for monotropic program, i.e., convex program with linear constraints and separable objective function (Rockafellar 1984, Sec. 11D). Dropping the constant terms, the above maximization problem can be rewritten as

\[
\min_{w, z} g(B^Tw + za) + h(w, z),
\] (17)

where \( h(w, z) = z \) if \( \|w\|_\infty \leq \lambda \) and otherwise \( h(w, z) = +\infty \). Clearly (17) is of the form (16). Moreover, \( h \) is convex separable, with \( h_i(w_i) = 0 \) if \( |w_i| \leq \lambda \) and otherwise \( h_i(w_i) = +\infty \), \( i = 1, \ldots, N - 1 \), and \( h_N(z) = z \). Convergence to the dual solution in \((w, z)\) is guaranteed by Theorem 2 below, and the primal solution is then \( \hat{f}_i = 1/\{(B^Tw)_i + za_i \} \) for \( i = 1, \ldots, N \).
Theorem 2. For any initial \((w, z)\) with \(\|w\|_\infty \leq \lambda\) and \(B^T w + z a > 0\), the sequence of iterates \((w, z)\) generated by the dual BCR method, using the essentially cyclic rule, converges to the unique global minimum of (17).

For a proof, see Appendix C.

Thanks to the sparsity of \(B^T\) with at most two nonzero entries per column, the univariate subproblem in each \(w_j\) has a closed form solution. Consequently, the dual BCR method is efficient, even if programmed in R. The taut string estimator is faster than total variation with BCR as currently programmed however. Note also that the dual reformulation is still applicable for penalty functionals involving higher derivatives such as \(\Phi(f) = \int |f''(x)| dx\).

5 Simulation

We perform a Monte Carlo simulation to compare the finite sample properties of four estimators: TV^1 (i.e., piecewise-linear) using universal penalty parameter or SL_{1 IC}, taut string with piecewise-linear interpolation (Davies and Kovac 2004), logspline (Kooperberg and Stone 2002) and Gaussian kernel with global bandwidth (Sheather and Jones 1991) for benchmark.

Similar to Donoho and Johnstone (1994), we use four test densities, some with local features and some smooth ones (see Table 1 and Figure 1). Many measures of performance have been considered to compare estimators; see for instance Berlinet and Devroye (1994) for a comparative study of kernel density estimation. There is no best risk measure, but the \(L_2\) and \(L_1\) risks are complementary measures and the latter corresponds more to the human visual assessment. So we reported both mean integrated squared error (MISE) and mean integrated absolute error. Both \(L_2\) and \(L_1\) risks are calculated using a Riemann sum over a fine grid of \(2^{13}\) points on the
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Figure 1: The four test densities used in the Monte Carlo simulation.

Table 1: Densities used in the simulation, their domain, the interval Ω on which the goodness-of-fit measures are calculated on a fine grid, and the number of modes.

<table>
<thead>
<tr>
<th>Densities</th>
<th>Domain</th>
<th>Ω</th>
<th>Number of modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Weighted Uniform\footnote{1}</td>
<td>([0, 1])</td>
<td>([0, 1])</td>
<td>6</td>
</tr>
<tr>
<td>2. Heaviexp\footnote{2}</td>
<td>(\mathbb{R})</td>
<td>([-4, 4])</td>
<td>3</td>
</tr>
<tr>
<td>3. Claw\footnote{†}</td>
<td>(\mathbb{R})</td>
<td>([-3, 3])</td>
<td>5</td>
</tr>
<tr>
<td>4. Gaussian</td>
<td>(\mathbb{R})</td>
<td>([-5, 5])</td>
<td>1</td>
</tr>
</tbody>
</table>

\[f^1 = \sum_{i=1}^{13} w_i U(a_i, b_i) / \sum_{i=1}^{13} w_i\]
\[f^2 = \frac{1}{5} \{2 + \exp(5)\} + \frac{1}{5} \{-\exp(5)\} + \frac{1}{5} \{-1 + \exp(5)\} + \frac{2}{5} \mathcal{N}(0, 1)\]

\footnote{† Marron and Wand (1992, #10 p.720)}

interval Ω given in Table 1. We also report the number of modes to assess the quality of taut string, and compare it with the exact number. Since the standard error on the performance measures decreases as the sample size increases, the average is taken
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over \( Q \in \{800, 200, 50\} \) samples of respective sizes \( N \in \{200, 800, 3200\} \), ranging from small to large to evaluate empirically their relative rates of convergence. For \textit{logspline} we set the maximum number of knots to \( \text{maxknots} = \lfloor \sqrt{N} \rfloor \) and \( \text{mind} = 3 \) after discussions with Charles Kooperberg; while this allows more flexibility to fit erratic densities, it also leads to more instability as observed in the second column of table 2 for the Weighted uniform density.

Table 2: Results of the simulation to compare density estimators on the four test functions in terms of MISE \((L_2)/\text{MIAE} \,(L_1)\) and below, in parenthesis, the median of number of modes. The risks are multiplied by one hundred. In \textbf{bold}, best linewise.

<table>
<thead>
<tr>
<th>N</th>
<th>Kernel</th>
<th>Logspine</th>
<th>Taut string</th>
<th>Total variation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>universal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SL_1IC</td>
</tr>
<tr>
<td>1. Weighted Uniform</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>129/58</td>
<td>110/56</td>
<td>95/46</td>
<td>86/45</td>
</tr>
<tr>
<td></td>
<td>(6)</td>
<td>(4)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>800</td>
<td>63/37</td>
<td>57/39\textsuperscript{†}</td>
<td>35/26</td>
<td>22/21</td>
</tr>
<tr>
<td></td>
<td>(13)</td>
<td>(8\textsuperscript{†})</td>
<td>(6)</td>
<td>(6)</td>
</tr>
<tr>
<td>3200</td>
<td>29/22</td>
<td>\textbf{NA}\textsuperscript{‡}</td>
<td>10/12</td>
<td>5.0/10</td>
</tr>
<tr>
<td></td>
<td>(25)</td>
<td></td>
<td>(7)</td>
<td>(22)</td>
</tr>
<tr>
<td>2. Heaviexp</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6)</td>
<td>(4)</td>
<td>(3)</td>
<td>(2)</td>
</tr>
<tr>
<td>800</td>
<td>5.4/25</td>
<td>4.4/22</td>
<td>\textbf{3.1}/20</td>
<td>3.7/23</td>
</tr>
<tr>
<td></td>
<td>(9)</td>
<td>(5)</td>
<td>(3)</td>
<td>(5)</td>
</tr>
<tr>
<td>3200</td>
<td>3.2/16</td>
<td>1.9/11</td>
<td>\textbf{1.0}/12</td>
<td>1.2/13</td>
</tr>
<tr>
<td></td>
<td>(13)</td>
<td>(4)</td>
<td>(3)</td>
<td>(12)</td>
</tr>
<tr>
<td>3. Claw</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>4.7/35</td>
<td>5.3/33</td>
<td>6.2/36</td>
<td>\textbf{4.0}/32</td>
</tr>
<tr>
<td></td>
<td>(2)</td>
<td>(2)</td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>800</td>
<td>\textbf{1.2}/17</td>
<td>\textbf{1.2}/16</td>
<td>2.2/20</td>
<td>2.0/22</td>
</tr>
<tr>
<td></td>
<td>(9)</td>
<td>(5)</td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>3200</td>
<td>\textbf{0.30}/8.6</td>
<td>0.42/9.3</td>
<td>0.67/12</td>
<td>0.59/12</td>
</tr>
<tr>
<td></td>
<td>(10)</td>
<td>(5)</td>
<td>(5)</td>
<td>(13)</td>
</tr>
<tr>
<td>4. Gaussian</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>\textbf{0.39}/11</td>
<td>0.90/16</td>
<td>1.5/22</td>
<td>0.79/17</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
</tr>
<tr>
<td>800</td>
<td>\textbf{0.12}/6.4</td>
<td>0.24/8.6</td>
<td>0.57/15</td>
<td>0.34/11</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(3)</td>
</tr>
<tr>
<td>3200</td>
<td>\textbf{0.040}/3.7</td>
<td>0.055/4.3</td>
<td>0.22/9.5</td>
<td>0.16/7.5</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(1)</td>
<td>(1)</td>
<td>(9)</td>
</tr>
</tbody>
</table>

\textsuperscript{†} removing one infinite value; \textsuperscript{‡} the code crashed.
We can draw the following conclusions based on the results of Table 2. First total variation is mostly better than taut string based on $L_2$ and $L_1$ risks, while taut string estimates the number of modes more accurately than total variation. Second total variation is better than kernel or logspline for the first two erratic densities, and worse for smooth densities. Finally, the universal rule is often improved by the sparsity $\ell_1$ information criterion for small samples. All these empirical results corroborate the heuristics of the proposed method. In summary total variation is recommended when the underlying density is nonsmooth and when a global $L_p$ measure is of interest.

6 Applications with ties

Like many real data, the two data sets we consider have ties due to some rounding. We use these two sets and bootstrapped samples from them to observe the sensitivity of the estimators to ties. Roeder (1990) and Izenman and Sommer (1988) considered the ‘galaxy’ and ‘1872 Hidalgo’ data to estimate an underlying density using either a Bayesian analysis of mixtures and reversible jump McMC, or a kernel method compared to parametric likelihood ratio tests for mixtures, respectively. The ‘galaxy data’ consists of the velocities of 82 distant galaxies diverging from our own galaxy (reported with a $10^{-3}$ precision), and the ‘1872 Hidalgo data’ consists of thickness measurements of 485 stamps printed on different types of paper, with only 62 distinct values due to rounding.

The focus of Roeder (1990) and Izenman and Sommer (1988) was the number of modes. So we consider this criterion, for which taut string performs best based on our simulations, to illustrate how taut string and total variation behave with ties. The two previous studies found $k_1 \in \{4, 5, 6, 7\}$ for the ‘galaxy data’, and $k_2 = 7$ with a nonparametric method and $k_2 = 3$ with a parametric one for the ‘1872 Hidalgo
Figure 2: Five density estimates for each data set. From top to bottom: SL$IC^{-TV}$, \textit{taut string} (with accuracy parameter fixed to 0.5 (left) and 0.001 (right)), Gaussian kernel, and two histograms with different binning. The first two graphs show a pointwise 95\% confidence interval estimated by bootstrap.
data’. Comparing these results with $k_1 = 2$ and $k_2 = 7$ obtained with total variation (plotted on the first row of Figure 2), and with $k_1 = 2$ and $k_2 = 3$ obtained with taut string (plotted on the second row of Figure 2), we see that the number of modes are on the down side with taut string. Note that the default value of the accuracy parameter of pmden (the R function for taut string) did not give good results for the ‘1872 Hidalgo data’, so we set it to 0.001. We observe also that the histograms plotted in the published analysis (see fifth row of Figure 2) render the false impression of too many modes, due to the chosen bin width and left point values. To illustrate the histogram’s sensitivity, we plotted two histograms with different bin width and left point values on the fourth row.

Assuming the underlying densities are smooth enough to consider the bootstrap as a reasonable technique to obtain consistent pointwise confidence intervals, we created more ties by bootstrapping the data. The first two lines of Figure 2 show a pointwise 95% confidence interval. We observe that the bootstrap confidence intervals hints for potential additional modes.

This experience with ties created by rounding or bootstrapping shows that total variation handles ties well without the need of an extra parameter. Pursuing this further, we investigate sensitivity to ties by repeating the Monte-Carlo simulation and creating ties by rounding to the second, second, and third decimal places for $N = 200, 800, 3200$ respectively. We report in Table 3 the results for taut string (with default parameter values) and total variation using the Heaviexp and Gaussian densities. We see that total variation is little affected by rounding of the data.
Table 3: Results of the simulation in terms of MISE to illustrate the sensitivity of **taut string** and **total variation** to ties.

<table>
<thead>
<tr>
<th>N ties</th>
<th>Taut string without/with</th>
<th>SLIC-TV without/with</th>
<th>Taut string without/with</th>
<th>SLIC-TV without/with</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>9.9/76</td>
<td>8.4/8.6</td>
<td>6.2/36</td>
<td>4.0/4.0</td>
</tr>
<tr>
<td>800</td>
<td>3.1/314</td>
<td>3.4/3.9</td>
<td>2.2/118</td>
<td>1.9/1.9</td>
</tr>
<tr>
<td>3200</td>
<td>1.0/1.0</td>
<td>1.1/1.2</td>
<td>0.67/0.67</td>
<td>0.58/0.58</td>
</tr>
</tbody>
</table>

### 7 Conclusions

The good empirical performance of the **total variation** density estimator motivates further theoretical analysis, for instance, proving consistency and minimax results in the space of functions of bounded variation and Besov spaces, and investigating conditions on the underlying functions for the bootstrap to be consistent. An important extension of the method can handle the deconvolution problem, i.e., when data are measured with error, or other inverse problems. The **total variation** estimator can also be generalized to higher dimension, for instance, assuming zeroth-order splines on a Voronoi tessellation of the sample points. Code is available from the first author.
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A Two-sided discontinuity at the knot

Suppose $\Omega = [0, 1]$, $N = 1$, $0 < x_1 = \frac{1}{2}$. Then (2) with $\Phi = \Phi_{\text{TV}}$ given by (3) reduces to

$$\min_{f_1, u, v \geq 0} -\log(f_1) + \lambda|f_1 - u| + \lambda|f_1 - v| \quad \text{subject to} \quad \frac{u}{2} + \frac{v}{2} = 1,$$
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where \( f_1 = f(x_1) \), and \( u, v \) are the values of the constant functions on the subintervals \([0, x_1)\) and \((x_1, 1]\), respectively. For \( \lambda < \frac{1}{2} \), it can be verified that

\[
f_1 = \frac{1}{2\lambda}, \quad u = v = 1
\]

is the optimal solution (since it satisfies the Karush-Kuhn-Tucker optimality condition for this convex optimization problem). The corresponding \( f \) is

\[
f(x) = \begin{cases} \frac{1}{2\lambda} & \text{if } x = \frac{1}{2}; \\ 1 & \text{else} \end{cases} \quad \forall x \in [0, 1],
\]

which is 2-sided discontinuous at the knot.

B Derivation of \( \lambda_{TV}^N \)

Let \( x = (x_1, \ldots, x_N) \) be the order statistics of a U(0,1) sample, Property 1 asserts the existence of a finite \( \lambda_x \) for some \( K \) such that the estimate \( \hat{f}_{\lambda_x} \) equals a piecewise constant density with \( K \) successive identical values. Specifically \( \lambda_x = \|w\|_{\infty} \), where \( w \) is given by (12). The goal of \( \lambda_{TV}^N \) is to control the extremal behavior of \( \lambda_x \). The vector \( w \) can be broken into \( n_N = N/K \) nearly independent blocks \( w_i = (w_{i1}, \ldots, w_{i(K-1)}) \), each of which converging to a Brownian bridge process on \([0, K/N]\). To see this, consider

\[
w_{1k} = -N\left(\frac{x_{k+1} + x_k}{2} - x_1\right) + \frac{Nk}{K}\left(\frac{x_{K+1} + x_K}{2} - x_1\right),
\]

and

\[
P(\|w_1\|_{\infty} \leq \lambda) = P\left( \max_{k=1,\ldots,K-1} |N\left(\frac{x_{k+1} + x_k}{2} - x_1\right) - \frac{Nk}{K}\left(\frac{x_{K+1} + x_K}{2} - x_1\right)| \leq \lambda \right)
\]
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\[ \lambda TV_N = \frac{\lambda}{\sqrt{N}}, \]

since \( \text{cor}(x_k, x_{k+1})^\frac{N}{\sqrt{N}} \rightarrow 1 \) and \( N x_K / K \frac{N}{\sqrt{N}} \rightarrow 1 \). The uniform quantile process converges to a Brownian bridge process \( B \) on \([0, 1]\), so

\[ P(\|w\|_\infty \leq \lambda / \sqrt{N}) = \left( P\left( \sup_{0 \leq t \leq L_N} |B(t)| \leq \lambda / \sqrt{N} \right) \right)^n, \]

where \( L_N = K / N \). Hall and Wellner (1980, (2.9) p.136) give the explicit formula

\[ P\left( \sup_{0 \leq t \leq L} |B(t)| \leq \hat{\lambda} \right) = 1 - 2\Phi(\hat{\lambda}(1 - L)^{-1/2}) \]
\[ + 2 \sum_{k=1}^{\infty} (-1)^k \exp(-2k^2 \hat{\lambda}^2)(\phi(r(2k + d)) - \phi(r(2k - d))), \]

where \( \Phi \) is the Gaussian cdf, \( r = \lambda((1 - L)/L)^{1/2} \) and \( d = (1 - L)^{-1} \). This shows that, for \( L_N \) small, \( \sup_{0 \leq t \leq L_N} |B(t)| \) essentially behaves as \( N(0, \{L_N(1 - L_N)\}) \). Hence \( \lambda TV_N / \sqrt{N} \) must controls the extremal behavior of \( n_N \) independent centered Gaussian variables with variance \( L_N(1 - L_N) \). Choosing \( \lambda TV_N / \sqrt{N} / \sqrt{L_N(1 - L_N)} = \sqrt{2 \log n_N} \) guarantees that \( P(\|w\|_\infty \leq \lambda TV_N) \xrightarrow{N} 1 \). Due to the strong dependence between successive values with the TV penalty \( +\lambda \sum_{i=1}^{N-1} |f_{i+1} - f_i| \) as opposed to the disjoint multiscale penalties (14) with wavelets, we must choose a small value for \( L_N \); the choice \( L_N \sim \sqrt{\log N} / N \) works well in practice to estimate smooth and non-smooth densities.

C Proof of Theorem 2

The dual problem (17) is of the form \( \min_{w,z} J(w, z) + h(w, z), \) where \( J(w, z) = g(B^T w + a z) \). Since \( a > 0 \), then \((0, 1) \in \text{dom} J\) so \( \text{dom} J \) is nonempty. Moreover, \( J \) is continuously differentiable on \( \text{dom} J \), which is an open set. Thus, \( J \) satisfies
Assumption 1 in Tseng (2001). Also, \( g \) is strictly convex and the columns of \( B^T \) and \( a \) are linearly independent, so \( J \) is strictly convex. Since \( h \) is convex, \( J + h \) is strictly convex. Each iterate \((w, z)\) generated by the BCR method satisfies \( \|w\|_\infty \leq \lambda \). Since \( J(w, z) + h(w, z) = J(w, z) + z \) is non-increasing after each iteration, this and the fact that \( \log(\cdot) \) tends to infinity sublinearly implies \( z \) is bounded. Thus each iterate \((w, z)\) lies in a compact subset of \( \text{dom} J \). Then Lemma 3.1 and Theorem 4.1(a) in Tseng (2001) imply that each accumulation point of the iterate sequence is a stationary point of \( J + h \). Since \( J + h \) is strictly convex, the stationary point is the unique global minimum.

\section*{D Proof of Property 3}

Consider any \( 1 \leq i \leq N - 1 \) with \( \frac{1}{a_i} \geq \frac{1}{a_{i+1}} \). Suppose \( \hat{f}_{\lambda, i} < \hat{f}_{\lambda, i+1} \) for some \( \lambda \geq 0 \). We will show that, by increasing \( f_i \) and decreasing \( f_{i+1} \), we can obtain a lower objective for (4), thus contradicting \( \hat{f}_\lambda \) being a global minimum of (4). In particular, consider moving from \( \hat{f}_\lambda \) in the direction \( d \) with null components except \( d_i = 1 \) and \( d_{i+1} = -a_i/a_{i+1} \). Then \( a^T d = 0 \), so that \( a^T (\hat{f}_\lambda + \alpha d) = 1 \) for all \( \alpha \in \mathbb{R} \). Moreover \( \hat{f}_\lambda + \alpha d > 0 \) and \( \|B(\hat{f}_\lambda + \alpha d)\|_1 \leq \|B\hat{f}_\lambda\|_1 \) for all \( \alpha > 0 \) sufficiently small, and the directional derivative of \( -\sum_{i=1}^{N} \log f_i \) in the direction of \( d \) at \( \hat{f}_\lambda \) is \( -\frac{1}{f_{\lambda,i}} + \frac{1}{f_{\lambda,i+1}} \frac{a_i}{a_{i+1}} \). Since \( \frac{1}{a_i} \geq \frac{1}{a_{i+1}} > 0 \) and \( 0 < \hat{f}_{\lambda,i} < \hat{f}_{\lambda,i+1} \), this directional derivative is negative. Thus \( \hat{f}_\lambda + \alpha d \) improves (4) strictly compared to \( \hat{f}_\lambda \) for all \( \alpha > 0 \) sufficiently small. This contradicts \( \hat{f}_\lambda \) being a global minimum. \( \square \)