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Chapter 0

Introduction

Was sich überhaupt sagen lässt, lässt sich klar sagen;
und wovon man nicht reden kann, darüber muss man schweigen.

Ludwig Wittgenstein
An outstanding dissertation must contain a solution of some old interesting problem or it must
develop a new beautiful area and prove some nice results there. Unfortunately, this is not quite the
case here, hence I was curious – what is just a good ([99]) dissertation1?

From the historical point of view, a dissertation (thesis) is a demonstration that a candidate can
be a scientist. So, in mathematics it means that a candidate (me) can choose problems for research,
have some success there, write the result clearly, relate it with other areas, do literature review, and
write some explanatory (or pedagogical) texts, etc.

This thesis is written exactly from this point of view. Chapters 1 develops the tropical approach
to m-fold points. Chapter 2 uses these results in relation with Nagata’s conjecture. I chose this
problem after two years struggling with the problem (Chapter 4) proposed to me by my advisor
Grigory Mikhalkin. These chapters are extended versions of my articles [80, 81], I added more
examples and survey the matroid part of the story. Also, Chapter 2 generalize many notions from
the Chapter 1.

Chapter 3 is devoted to tropical modifications. It was an attempt to survey all existed interpre-
tations, to give a lot of examples and to mention all the applications. Also we prove some technical
statements, which simplify the life of a tropical geometer to some extent.

Chapter 4 is dedicated to a particular success in the problem, given me by my adviser, this chapter
contains the study of the complex legendrian curve counting. Also we sketch some perspectives in
the theory of tropical differential forms.

In Appendix A we survey the results concerning the following problem: what is the best constant
in the estimate Volume(D) ≥ cω(D)3 where ω(D) is the minimal lattice width of a convex body
D ⊂ R3. This question is related to Chapter 1 where we needed a similar result in R2. In Appendix B
we give a short survey of tropical economics. All the chapters can be read independently, though
the Chapters 1,2,3 are deeply related and contain a lot of references hither and thither. Just after
the subsection (following next) where I express the gratitude, the reader can find the list of all the
important definitions, theorems, and questions in this thesis, with short annotations, see Section 0.1.

1Latin, from from dis- "apart" + serere "to arrange words"
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0.0.1 Gratitudes and acknowledgments

Will be in three languages, as well as the introduction and the following section.

0.1 A comprehensive list of theorems, examples, and questions

Chapter 1 studies tropical m-fold points. For this occasion we survey existing definitions of a trop-
ical m-fold point — Definition 1.1.2 (in extrinsic sense), Definition 1.7.4 (in intrinsic sense) — and
give a new one — Definition 1.6.7 (in intermediate sense). We also prove that “extrinsic” implies
“intermediate”, which implies “intrinsic” in its turn.

For an m-fold (in the intermediate sense) point on a tropical curve we find certain collection of
faces of the dual subdivision of the Newton polygon, with total area of order m2. Such a “region of
influence” is defined for any point, see Definitions 1.6.2, 1.6.4, 1.6.5. So, Exertion Theorems 1.6.11
(Figure 1.1(A)), 1.6.12 (Figure 1.1(B)) estimate the area of such a region of influence of an m-fold
point from below, we say that this point exerts its influence to this region, whence the name of the
theorems.

As shown in Chapter 2, these regions of influence may intersect but not too much (Corol-
lary 2.2.18). We generalize the definitions of influenced sets to any dimension — Definition 2.2.12
and Example 2.2.13, Definitions 2.2.5, 2.2.7, 2.2.8, 2.2.10. The central theorem of this chapter,
Theorem 2.1.5, estimates the area of the Newton polygon of a curve, passing through generic points
with prescribed multiplicities. Two advantages of this theorem are the following. We consider an
arbitrary toric variety, i.e. the Newton polygon of a curve is arbitrary, and the ground field can be
any infinite field, or even finite, but big enough.

In Chapter 3 we try to survey all what is known about tropical modifications. Theorem 3.3.10
gives a tropical version of the Weil reciprocity law, and it is equivalent to tropical Menelaus The-
orem (Lemma 3.3.14, Proposition 3.3.16). As an application, see Example 3.2.17. We also study
the following question: what is the “true” intersection (i.e. coming as a degeneration of the inter-
section) of two tropical varieties with non-transversal intersection. We introduce a new restriction,
Theorem 3.3.28 (see Example 3.3.27), and define an order ≺ on the divisors, Definition 3.3.25. In
short, a divisor, realizable as an intersection, must be less than the divisor of the stable intersection.
Definition 3.3.35 provides a generalization of the tropical momentum for tropical varieties of higher
dimensions.

Chapter 4 is devoted to tropical legendrian curves. We mention that Sp(4) is generically three-
transitive (Lemma 4.1.10), that allows us to find (using Macaulay2 and Mathematica, because the
computations are enormous) concrete examples of tropical legendrian cubics (Section 4.2 contains
many pictures and a lot of code). Theorem 4.1.13 provides the list of all the possible types of algebraic
legendrian curves on a quadric surface. Theorem 4.1.17 describes the set of rational legendrian cubics
through three generic points in CP 3 — a linear family. Therefore, the number of rational legendrian
cubics through three generic points and one generic line is three.

In Proposition 4.1.15 we observe a nice divisibility property (Definition 4.2.3). This property
with the tropical genedrian tangency property (Definition 4.3.5) completely characterize tropical
legendrian lines. In fact, that was the starting point of the whole project — a wish to establish this
properties for all tropical legendrian curves. We have only partial success. Theorem 4.3.8 states
that the tropical legendrian divisibility property holds for rational legendrian curves of any degree,
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as long as the parametrization of the curve in C3 is given by three polynomials. Theorem 4.3.10
tells that the tropical legendrian divisibility property holds for legendrian rational cubics. The proof
of the theorem that this property holds in general is only sketched as well as the theory of tropical
differential forms, see Sections 4.4.1, 4.4.3. In Question 21 we conjecture that the similar statements
about forms hold in all tropically-related contexts.

In Appendix A we calculate the best know constant in the inequality Volume(D) ≥ cω(D)3 for a
convex compact set D ⊂ R3, Proposition A.1.10. In Appendix B we explain how transversal tropical
intersection helps the Bank of England (Proposition B.2.2).

The thesis contains open problems, we call them “questions”. We list here some of them. Ques-
tion 23: for a given convex compact set D ⊂ R3 we can try to apply an affine linear transformation,
preserving the volume and decreasing the diameter of D. So, what is the minimal diameter that we
can obtain, in terms of Volume(D)?

Questions 22, 12, 9 are asking for a right analog of the Newton polytope for two dimensional
surfaces in C4, and how to extend various tropical notions to it. Question 20 proposes a hypothesis
about the number of rational legendrian curves of degree d through d points and one line. Question 18
offers to finish the classification of the legendrian curves on a quadric surface. This could help to
find enumerative answers about special types of legendrian curves in CP 3.

If it is always possible to choose such lifts of two tropical curves with non-transversal intersection
such that all their local intersection in one connected component concentrates at one point, where
we have a tangency (Question 14)? In Question 13 we ask for reformulation of these problems with
realizable intersection via objects on an abstract tropical variety. Indeed, we may suppose that both
varieties are given as zero sets of polynomials. Deformations of the coefficients, and the corresponding
contractions should be written in terms of only one variety. This would lead to a notion of “normal”
bundle of an embedded tropical variety.

Question 8 asks to which extent the definition of K-extrinsic multiple point on a tropical curve
depends on the field K. In Question 8 (totally unrelated to all the other topics) we are interested
in generalizations of some nice integration properties for concave functions in one variable. In Ques-
tions 2, 3 we are curious about some combinatorial properties of lattice polygons, these properties
trivially follows in the algebraic approach, but it would be intriguing to prove them directly.
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Chapter 1

Tropical singular varieties and matroids

“There is no such thing as a good influence, Mr. Gray.
All influence is immoral – immoral from the scientific point of view.”

“Why?”
“Because to influence a person is to give him one’s own soul.

He does not think his natural thoughts, or burn with his natural passions.
His virtues are not real to him.”

The picture of Dorian Gray.

This chapter is an extended version of my article “The Newton polygon of a planar singular curve
and its subdivision” ([81]). Here I clarify the connection of the tropical singularities with matroid
theory, speculate about possible extensions, and survey the current state of art.

We give several definitions of a tropical singular point of multiplicitym and discuss the differences.
Also, the content of this chapter is deeply related with Chapter 3, where the latter concerns the
singularities.

In a sense, the roots of the interest to tropical singularities can be found in the study of dis-
criminants and resultants, see the monograph [64](Gelfand, Kapranov, Zelevinsky). Indeed, the
discriminant of a polynomial f tells us what are the constraints for the coefficients of f if the curve
defined by {f = 0} has points of multiplicity at least two. Here we study the tropical side of this
story — what are the constraints for the valuations of these coefficients.

Namely, we consider an algebraic curve C defined over a valuation field by an equation F (x, y) =
0. Valuations of the coefficients of F define a subdivision of the Newton polygon ∆ of the curve C.

A point p is of multiplicity m (or is an m-fold point) on C if the lowest term in the Taylor
expansion of F at p has degree m. Initial interest in tropical points of higher multiplicity was
caused by Nagata’s conjecture. This conjecture proposes the estimate d ≥ m

√
n for the minimal

degree d of a curve which has n > 9 points of multiplicity m in general position. Motivated by this
conjecture, we study the following question: how do the points of multiplicity m on C influence the
above subdivision of ∆? This chapter is devoted to the case of one m-fold point, whereas Chapter 2
concerns the case of several m-fold points.

If a given point p is of multiplicity m on C, then the coefficients of F are subject to certain linear
constraints. The full description of these constraints is obtained and studied in [50, 51, 52]; that
approach can be extended to the finite characteristic and p-adic cases [154].
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However, it is much harder to grasp the influence of a singular point on the actual tropical picture.
Our aim was to obtain somewhat similar to the geometrico-combinatorial properties of the matroid
in the case of two-fold point on curves and surfaces [106, 107, 108], inflection points [33], and cusps
[63].

We are mostly interested in how these constraints can be visualized in the above subdivision of
∆. We find a distinguished collection of faces of the above subdivision, with total area at least 3

8m
2.

The union of these faces can be considered to be the “region of influence” of the singular point p in
the subdivision of ∆.

We also study the following question: given a tropical curve, how can we decide if it comes as a
tropicalization of a curve with m-fold point? We discuss three different definitions of a tropical point
of multiplicity m in relation with that. For the direction “from tropical geometry to algebraic geom-
etry” see also patchworking of tropical singular points ([151]). Some obstructions for the realizability
of singular points are discussed in Chapter 3, see Section 3.3.4 and examples there.

A reader is supposed to be familiar with tropical geometry. As a good introduction to a kind of
tropical geometry I need, let me propose you [29] (see also [77, 78, 101, 116, 120, 119]). Basic notions
about matroid theory and Bergman fans can be found in [10, 129].

1.1 Introduction

Fix a non-empty finite subset A ⊂ Z2 and any valuation field K. We consider a curve C given by an
equation F (x, y) = 0, where

F (x, y) =
∑

(i,j)∈A

aijx
iyj , aij ∈ K∗. (1.1)

Suppose that we know only the valuations of the coefficients of the polynomial F (x, y). Is it
possible to extract any meaningful information from this knowledge? Unexpectedly, many geometric
properties of C are visible from such a viewpoint.

The Newton polygon ∆ = ∆(A) of the curve C is the convex hull of A in R2. The extended Newton
polyhedron Ã of the curve C is the convex hull of the set {((i, j), s) ∈ R2×R|(i, j) ∈ A, s ≤ val(aij)}.
Projection of all the faces of Ã along R induces a subdivision of ∆. Note that the valuations of the
coefficients of F completely determine Ã and this subdivision of ∆.

By definition, the non-Archimedean amoeba of C is Val(C) = {(val(x), val(y))|(x, y) ∈ C}. Also,
we define the tropical curve Trop(C) as the set of non-smooth points of the function max

(i,j)∈A
(iX +

jY + val(aij)). It is known that Val(C) ⊂ Trop(C). Furthermore, Trop(C) is a graph which is
combinatorially dual to the subdivision of ∆ (described above). In particular, each vertex V of
Trop(C) corresponds to a face d(V ) of this subdivision of ∆.

Fix a point p = (p1, p2) ∈ (K∗)2. Define P = Val(p) = (val(p1), val(p2)). We consider a curve C
given by (1.1) such that p is of multiplicity m on C. In such a case, the coefficients aij of C satisfy
a certain set of m(m+1)

2 linear constraints. In turn, the constraints for the numbers val(aij) manifest
themselves via the fact that the subdivision of ∆ enjoys very special properties.

In particular, there is a certain collection I(P ) of vertices of Trop(C) (Figure 1.1, lower row). We
estimate the total area of the faces in the subdivision of ∆ dual to the vertices in I(P ) (Figure 1.1,
upper row). Namely, if the minimal lattice width of ∆ is at least m, then the following inequality

8



•P

(a) if Val(p) is not a vertex

•P

(b) if Val(p) is a vertex

Figure 1.1: If P is not a vertex of Trop(C) (left column), then the collection I(P ) of vertices consists
of all the vertices of Trop(C) lying on the extension of the edge through P . If P is a vertex of
Trop(C) (right column), then we take the vertices on the extensions of all the edges through P . In
each case the corresponding set of faces of the subdivision of ∆, the “region of influence” of P , is
drawn at the top. The sum of the areas of the faces in (1.2) is at least 1

2m
2 in (A) and at least 3

8m
2

in (B).
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holds: ∑
V ∈I(P )

area(d(V )) ≥ cm2. (1.2)

If P is not a vertex of Trop(C), then (1.2) holds with c = 1
2 ; if P is a vertex of Trop(C), then (1.2)

holds with c = 3
8 , see Lemma 1.6.8, Theorems 1.6.11,1.6.12 in Section 1.6 for more details.

Remark 1.1.1. Let us fix points p1, p2, . . . , pn in general position. Suppose that C passes through
them. In Chapter 2 we prove that in this case each vertex of Trop(C) belongs to at most two sets
I(Pi), i.e., for indices i1 < i2 < i3 we have I(Pi1) ∩ I(Pi2) ∩ I(Pi3) = ∅.

Definition 1.1.2 ([52, 106]). The multiplicity of a point P on a tropical curve H is at least m in
the K-extrinsic sense if there exists an algebraic curve H ′ ⊂ (K∗)2 and a point p ∈ H ′ of multiplicity
m such that Trop(H ′) = H,Val(p) = P .

This definition is extrinsic because it involves other objects besides H. We find new necessary
intrinsic conditions (in terms of the subdivision of ∆) for the presence of an m-fold point on C. We
give two other definitions (Def. 1.7.4, Def. 1.6.7) of a tropical singular point and compare them in
Section 1.10.1.

1.2 Preliminaries

1.2.1 Tropical geometry and valuation fields

Let T denote R ∪ {−∞}. T is usually called the tropical semi-ring. Let K be any valuation field,
i.e., a field equipped with a valuation map val : K → T, where this map val possesses the following
properties:

• val(ab) = val(a) + val(b),

• val(a+ b) ≤ max(val(a), val(b)),

• val(0) = −∞.

Example 1.2.1. Let F be an arbitrary (possibly finite) field. An example of a valuation field is the
field F{{t}} of generalized Puiseux series. Namely,

F{{t}} =

{∑
α∈I

cαt
α|cα ∈ F, I ⊂ R

}
,

where t is a formal variable and I is a well-ordered set, i.e., each of its nonempty subsets has a least
element. The valuation map val : K→ T is defined by the rule

val
(∑
α∈I

cαt
α
)

:= −min
α∈I
{α|cα 6= 0}, val(0) := −∞.

Different constructions of Puiseux series and their properties are listed in [109, 146].
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Remark 1.2.2. It follows from the axioms of the valuation map that if a1+a2+· · ·+an = 0, ai ∈ K∗,
then the maximum among val(ai), i = 1, . . . , n is attained at least twice.

Example 1.2.3. Suppose that K = C{{t}} and all the coefficients aij ∈ K∗ in (1.1) are convergent
series in t for t close to zero. Then, specializing t to be tk ∈ C close to zero, we obtain a family
of complex curves Ctk defined by the equations

∑
(i,j)∈A aij(tk)x

iyj = 0. Note that the valuation
val
( ∑
α∈I

cαt
α
)

= −min
α∈I
{α|cα 6= 0} is a measure of the asymptotic behavior of aij as tk tends to 0,

i.e., aij(tk) ∼ t
−val(aij)
k .

The combinatorics of the extended Newton polyhedron reflects some asymptotically visible prop-
erties of a generic member of the family {Ctk}. In such a way, real algebraic curves with a prescribed
topology can be constructed; see Viro’s patchworking method. See also [33], where the curves with
a lot of inflection points are constructed by Viro’s method.

Definition 1.2.4 ([56]). The non-Archimedean amoeba Val(C) ⊂ T2 of an algebraic curve C ⊂ K2

is the image of C under the map val applied coordinate-wise.

Now we recall some basic notions of tropical geometry.

Definition 1.2.5. For the given F (x, y) =
∑

(i,j)∈A
aijx

iyj , we define

Trop(F )(X,Y ) = max
(i,j)∈A

(iX + jY + val(aij)). (1.3)

We use the letters x, y for variables in K, and we use X,Y for the corresponding variables in T.
Fix a finite subset A ⊂ Z2. Let us consider a curve C given by (1.1).

Definition 1.2.6. Let Trop(C) ⊂ T2 be the set of points where Trop(F ) is not smooth, that is, the
set of points where the maximum in (1.3) is attained at least twice.

It is clear that Trop(C) is a planar graph, whose edges are straight.

Remark 1.2.7. We have Val(C) ⊂ Trop(C) because if F (x, y) = 0, then the maximum among
val(aijx

iyj) must be attained at least twice (Remark 1.2.2). If K is algebraically closed and the
image of val contains Q, then Val(C) = Trop(C) (cf. [56], Theorem 2.1.1).

To the curve C, we associate a subdivision of its Newton polygon ∆ = ConvHull(A) by the
following procedure. Consider the extended Newton polyhedron ([56])

Ã = ConvHull
(⋃
{(i, j, x)|(i, j) ∈ A, x ≤ val(aij)}

)
⊂ R3.

The projection of the edges of Ã to the first two coordinates gives us a subdivision of ∆. Hence the
curve C produces the tropical curve Trop(C) and the subdivision of ∆.

Proposition 1.2.8. This subdivision is dual to Trop(C) in the following sense:

• each vertex Q of Trop(C) corresponds to some face d(Q) of the subdivision of ∆;
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• each edge E of Trop(C) corresponds to some edge d(E) in the subdivision of ∆, and the
direction of the edge d(E) is perpendicular to the direction of E;

• if a vertex Q ∈ Trop(C) is an end of an edge E ⊂ Trop(C), then d(Q) contains d(E);

• each vertex of Ã corresponds to a connected component of T2 \ Trop(C).

Proof. This proposition follows from Def. 1.2.6.

Example 1.2.10 illustrates this proposition. See Figure 1.2 for an example of the above duality.
Also, parts of tropical curves and the corresponding parts of the dual subdivisions are shown in
Figure 1.1.

Definition 1.2.9. Suppose that Trop(F ) is equal to i1X + j1Y + val(ai1j1) on one side of an edge
E ⊂ Trop(C) and to i2X + j2Y + val(ai2j2) on the other side of E. Therefore E is locally defined
by the equation (i1 − i2)X + (j1 − j2)Y + (val(ai1j1) − val(ai2j2)) = 0. In this case the endpoints
of d(E) are (i1, j1), (i2, j2), and, by definition, the weight of E is equal to the lattice length of d(E),
which is gcd(i1 − i2, j1 − j2) by definition.

Example 1.2.10. Consider a curve C ′ defined by the equation G(x, y) = 0, where

G(x, y) = t−3xy3 − (3t−3 + t−2)xy2 + (3t−3 + 2t−2 − 2t−1)xy − (t−3 + t−2 − 2t−1 − 3t2)x+

+ t−2x2y2 − (2t−2 − t−1)x2y + (t−2 − t−1 − 3t2)x2 + t−1y − (t−1 + t2) + t2x3.

(A)

d(A1) d(A2) d(A3)

(B)

•
A1 •

P
•
A2 •

A3

1

1 + Y
3 +X + 3Y

3 +X 2 + 2X 3X − 2

2 + 2X + 2Y

(C)

Figure 1.2: The extended Newton polyhedron Ã of the curve C ′ (Example 1.2.10) is drawn in (A).
The projection of its faces gives us the subdivision of the Newton polygon of C ′; see (B). The tropical
curve Trop(C ′) is drawn in (C). The vertices A1, A2, A3 have coordinates (−2, 0), (1, 0), (4, 0). The
edge A1A2 has weight 3, while the edge A2A3 has weight 2. The point P is (0, 0) = Val((1, 1)).

The curve Trop(C ′) is equal to the set of non-smooth points of the function

Trop(F ) = max(3+X+3Y, 3+X+2Y, 3+X+Y, 3+X, 2+2X+2Y, 2+2X+Y, 2+2X, 1+Y, 1, 3X−2).
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The plane is divided by Trop(C ′) into regions corresponding to the vertices of Ã. In Figure 1.2,
the value of Trop(F )(X,Y ) is written on each region. For example, 3X−2 corresponds to the vertex
(3, 0,−2) of Ã.

A tropical curve H ⊂ T2 is the non-smooth locus of a function (1.3) with finite A ⊂ Z2.

Remark 1.2.11. The tropical curves defined by the equations max(x, y, 0) and max(2x, 2y, 0) co-
incide as sets, but the weights of the edges of the second curve are equal to 2, whereas for the first
curve the weights of its edges are equal to 1.

Given a tropical curve H as a subset of T2 with weights on its edges (as we always assume in
this paper), we can construct an equation, defining H. Then we construct the extended Newton
polyhedron for H, using the same formula as for algebraic curves. The function defining H is not
unique, therefore the extended Newton polyhedron for H is defined up to a translation.

Remark 1.2.12. When we pass from the set {(i, j, val(aij))} to Ã, some information is lost. Nev-
ertheless, we do not suppose that all the points {(i, j, val(aij))} belong to the boundary of Ã.

The reader should be familiar with the notions mentioned above, or is kindly requested to refer
to [29, 78, 102].

1.2.2 Change of coordinates and m-fold points

Definition 1.2.13. If the lowest term in the Taylor expansion of F at a point p has degree m,
then m = µp(C) is called the multiplicity of p. The point p is called an m-fold point or a point of
multiplicity m.

Another way to say the same thing is to define µp(C) for p = (p1, p2) as the maximal m such that
the polynomial F belongs to the m-th power of the ideal of the point p, i.e., F ∈ 〈x − p1, y − p2〉m
in the local ring of the point p.

Example 1.2.14. The condition for a point p to be of multiplicity one on C means that p ∈ C.
Multiplicity greater than one implies that p is a singular point of C.

Example 1.2.15. The point (0, 0) is a point of multiplicity two for the curve defined by the equation
x2 − y3 = 0.

Example 1.2.16. Consider a curve C ′ of degree d given by an equation

G(x, y) =
∑

bijx
iyj , 0 ≤ i, j, i+ j ≤ d.

The point (0, 0) is of multiplicity at least m on the curve C ′ if and only if bij = 0 for all i, j with
i + j < m. As a consequence, for a given point p ∈ (K∗)2, the condition that µp(C ′) ≥ m can be
rewritten as a certain system of m(m+1)

2 linear equations in the coefficients {bij} of G.

If the characteristic of K is zero, then the above definition is equivalent to the following one.

Definition 1.2.17. We say that a point p is of multiplicity m for C if ∂i+j

∂ix∂jy
F (x, y)|p = 0 for each

0 ≤ i, j; i+ j ≤ m− 1.
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We also mention another equivalent definition.

Definition 1.2.18. For a point p ∈ K2 and an algebraic curve C, defined by a polynomial F , we
say that p is of multiplicity m for C if the restriction of the polynomial F onto each non-singular at
p algebraic curve D has a root of multiplicity at least m at the point p, and exactly m if the curve
D is generic.

A point of multiplicity m imposes m(m+1)
2 linear conditions on aij , not all of them are necessary

independent. There is a full description of a matroid which encodes linear dependencies between
coefficients of an equation of such a hypersurface [51, 50, 52]. That explains the relation with tropical
geometry, because the non-Archimedean amoeba of a linear space keeps track of the corresponding
matroid, see also Section 1.3.

Example 1.2.19. Refer to Example 1.2.10. The point p = (1, 1) is a point of multiplicity m = 3 on
the curve C ′. This affects the subdivision of the Newton polygon of C ′ in the following way:

• The point P = (0, 0) belongs to an edge E of the weight m = 3.

• The sum of the areas of the faces dual to the vertices of Trop(C ′) on the extension of E is
2 + 5/2 + 1 = 11/2, which is greater than m2/2 = 32/2.

These two facts are particular incarnations of the Exertion Theorem for edges.

Lemma 1.2.20. Suppose ad − bc = 1 where a, b, c, d ∈ Z. The transformation Ψ : (x, y) 7→
(xayb, xcyd) preserves multiplicity at the point p = (1, 1), i.e., µ(1,1)(C) = µ(1,1)(Ψ(C)).

Proof. We only need to verify that 〈x− 1, y − 1〉 = 〈xayb − 1, xcyd − 1〉 in the local ring of (1, 1). If
a, b ≥ 0, then

xayb − 1 = (x− 1 + 1)a(y − 1 + 1)b − 1 = (x− 1)H1 + (y − 1)H2;

if a ≥ 0, b < 0, then we remember that we can multiply by G, such that G(1, 1) 6= 0, therefore

y−b(xayb − 1) = (x− 1 + 1)a − (y − 1 + 1)−b = (x− 1)H1 + (y − 1)H2;

etc. The map Ψ−1 is also given by an integer matrix, hence we repeat the above arguments and
finally get 〈x− 1, y − 1〉 = 〈xayb − 1, xcyd − 1〉.

Definition 1.2.21. A map f tropicalizes to a map Trop(f) if the following diagram is commutative:

K2 f−−−−→ K2yVal

yVal

T2 Trop(f)−−−−−→ T2

Proposition 1.2.22. A map Ψ : (x, y) 7→ (xayb, xcyd) tropicalizes to the integer affine map
Trop(Ψ) : (X,Y ) 7→ (aX + bY, cX + dY ).
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We define a new curve C ′ given by the equation G(x, y) = 0, where G(x, y) = F (Ψ(x, y)). Then
the Newton polygon of C ′ is the image of ∆ under

(
a c
b d

)
∈ SL(2,Z), the same holds for the extended

Newton polyhedron, and Trop(C ′) = Trop(Ψ)(Trop(C)).

Proposition 1.2.23. A map Ψr,q : (x, y) 7→ (rx, qy) with r, q ∈ K∗ tropicalizes to the map
Trop(Ψr,q) : (X,Y ) 7→ (X + val(r), Y + val(q)).

For G(x, y) =
∑
a′ijx

iyj defined as G(x, y) = F (Ψr,q(x, y)), an easy computation gives val(a′ij) =
val(aij)+ l(i, j) with l(i, j) = i ·val(r)+j ·val(q). This adds the linear function l(i, j) to the extended
Newton polyhedron Ã, therefore the subdivision of the Newton polygon for G coincides with the
subdivision for F . This is not surprising because of Proposition 1.2.8 and the fact that Trop(Ψr,q)
is a translation. Thus, SL(2,Z)-invariant properties of the subdivision of ∆ for the curve C with
µp(C) = m for a given point p ∈ (K∗)2 do not depend on the point p.

1.2.3 Lattice width and m-thick sets

Lattice width is the most frequent notion in our arguments, already proved to be a practical tool
elsewhere. For example, the article [39] uses it to estimate the gonality of a general curve with a
given Newton polygon. The minimal genera of surfaces dual to a given 1-dimensional cohomology
class in a three-manifold are related to the lattice width of the Alexander polynomial of this class
([62, 114]). A good survey of lattice geometry and related problems can be found in [15].

Definition 1.2.24. We denote by P (Z2) the set of all directions in Z2. Each direction u has a
representative (u1, u2) ∈ Z2 with gcd(u1, u2) = 1. We will write u ∼ (u1, u2) in this case.

Let us consider a compact set B ⊂ R2.

Definition 1.2.25. The lattice width of B in a direction u ∈ P (Z2) is ωu(B) = max
x,y∈B

(u1, u2) ·(x−y),

where u ∼ (u1, u2). The minimal lattice width ω(B) is defined to be min
u∈P (Z2)

ωu(B).

Consider an interval I with rational slope and m, a positive integer number. Let (p, q) ∈ Z2 be
a primitive (i.e. gcd(p, q) = 1) vector in the direction of I. The lattice length of I is its Euclidean
length divided by

√
p2 + q2.

Definition 1.2.26. A set B ⊂ R2 is called m-thick in the following cases:

• B is empty,

• ConvHull(B) is an interval with rational slope and its lattice length is at least m,

• ConvHull(B) is 2-dimensional and for each u ∈ P (Z2), if ωu(ConvHull(B)) = m − au with
au > 0, then ConvHull(B) has two sides of lattice length at least au and these sides are
perpendicular to u.

The relation between m-thickness and Euler derivatives is discussed in Proposition 1.4.3 and
Remark 1.4.4.
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Proposition 1.2.27. If B ⊂ Z2 is m-thick and ConvHull(B) is a polygon with at most one vertical
side, then ω(1,0)(B) ≥ m. If B is m-thick and ConvHull(B) is a polygon without parallel sides, then
ω(B) ≥ m.

Lemma 1.2.28. If µ(1,1)(C) = m and ωu(A) = m− a for some a > 0, u ∼ (u1, u2), then C contains
a rational component parametrized as (su1 , su2).

Proof. By Lemma 1.2.20, it is enough to prove this lemma only for u = (1, 0). The degree of the
polynomial F (x, 1) is m− a, but F (x, 1) has a root of multiplicity m at 1, therefore F is identically
zero on y = 1, hence F is divisible by y − 1. Let b be the maximal number such that F is divisible
by (y− 1)b. Clearly b ≥ a, otherwise we can repeat the above argument. Therefore F is divisible by
(y − 1)a, and this implies that both vertical sides of ConvHull(A) have lattice length at least a.

Corollary 1.2.29. If µ(1,1)(C) = m, then the Newton polygon ∆ of C is m-thick.

For a polynomial G(x, y) =
∑
bijx

iyj we define its support set by supp(G) = {(i, j)|bij 6= 0}.

Definition 1.2.30. For µ ∈ R, denote by Aµ the set {(i, j) ∈ A|val(aij) ≥ µ}.

The sets Aµ provides a stratification of A which can be explained via matroid theory, see Sec-
tion 1.3. The following lemma describes the set of valuations of the coefficients aij of F (x, y).

Lemma 1.2.31 (m-thickness lemma). If µ(1,1)(C) = m, then for each real number µ the set Aµ is
m-thick (Def. 1.2.26).

Proof. We will find a polynomial G with supp(G) = Aµ, which defines a curve passing through (1, 1)
with multiplicity m. Then Corollary 1.2.29 concludes the proof. Let us consider the set of linear
equations in the coefficients aij imposed by the fact that µ(1,1)(C) = m. If there is no required
polynomial G, then by setting all the coefficients aij to 0 for (i, j) ∈ A \ Aµ, we see that the above
system of linear equations would imply that ai′j′ = 0 for some (i′, j′) ∈ Aµ. That would mean
that there exists an equation

∑
λijaij = ai′j′ , λij ∈ Q, (i, j) ∈ A \ Aµ which is a consequence of

the above system. The latter leads us to the contradiction, because for the polynomial F we have
val(λijaij) < µ ≤ val(ai′j′) for (i, j) ∈ A \ Aµ (see Remark 1.2.2). The attentive reader can notice
that Aµ is a flat (see Section 1.3) in the matroid corresponding to the above linear conditions. Indeed,
no dependent set intersects Aµ in exactly one element, because the valuation of this element would
be strictly bigger than the valuations of the other elements in this dependent set.

Later in Section 1.4 we relate the following definition with the Euler derivatives.

Definition 1.2.32. A finite set B ⊂ Z2 is called algebraically m-thick if there is no polynomial
G ∈ Z[x, y] of degree m− 1 such that the cardinality |B \ {(x, y)|G(x, y) = 0}| is 1.

Example 1.2.33. A set of two lattice points is an algebraically one-thick set. One point is not
algebraically one-thick. Empty set is algebraically m-thick for any m. A collection of m+ 1 distinct
points on a line is an algebraically m-thick set.

Proposition 1.2.34. If for B ⊂ Z2 there is nom−1 lines l1, l2, . . . , lm−1 ⊂ Z2 such that |B\
⋃
{li}| =

1, then B is m-thick.
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Proof. This follows from the definition of m-thick sets: take a direction u, without loss of generality
we can suppose that u is horizontal. We cover B by ω(1,0)(B) vertical lines such that only left or
right side is not covered. Then we cover this side by horizontal lines. We can not cover all except
one point, this gives an estimate on the length of vertical sides by means of ω(1,0)(B) from below,
this estimate turns out to be exactly the definition of m-thickness.

Proposition 1.2.35. For an algebraically m-thick set B there is no m−1 lines l1, l2, . . . , lm−1 ⊂ Z2

such that |B \
⋃
{li}| = 1.

Proof. Indeed, a set of m − 1 lines given by equations {pix + qiy + ri, i = 1, . . . ,m − 1} can be
presented as the zero set of the polynomial G =

∏
(pix+ qiy + ri) of degree m− 1.

For the future development of tropical singularity theory it would be nice to know the classification
in the following questions:

Question 1. For a small m describe the minimal by inclusion (algebraically) m-thick sets of lattice
width at least k at each direction.

Question 2. What is the minimal area of the convex hull of an m-thick set if its lattice width is at
least k at each direction?

Question 3. Consider the triangle Tk with vertices (0, 2k), (k, 0), (2k, k). Is it linearly 2k-thick? In
fact, it is true because of Example 1.4.1, but how to prove this combinatorially? Sage can check the
thickness of Tk for k < 20. One can ask another question: how many lines do we need to cover T?
Computations give 2k − 1 if k = 2 (mod 3) and 2k in two other cases.

Question 4. Suppose that A is m-thick, is it true that kA is km-thick? How does the notion of
m-thickness behave with respect to Minkowski sum?

Example 1.2.36. A set of m + 1 points on a line is algebraically m-thick. Moreover, the Newton
polygon of Fk, i.e. the rectangle {(i, j)|0 ≤ i ≤ k, 0 ≤ j ≤ m− k} is algebraically m-thick; but it is
not clear how to prove this directly from the definition.

Consider a linearly m-thick convex polygon A ⊂ Z2 of minimal lattice width m and with the
area at least m2/2.

Question 5. Does there exists a curve which passes through the point (1, 1) with multiplicity m
and has support in A?

If we throw away the assumption about area the answer becomes no due to Example 1.4.2.

Remark 1.2.37. In fact, it is not simple to use the definition of algebraic m-thickness (see Exam-
ple 1.4.10), because it operates algebraic curves. Therefore in all application we can use the following
implication: if a set B is algebraically m-thick, then for any collection of lines l1, l2, . . . , lm−1 we have
|B \

⋂
i=1..m−1 li| 6= 1, see Proposition 1.2.35. Hence, by Proposition 1.2.34, the set B is m-thick.

So, algebraic m-thickness, implies m-thickness, which is much more tractable.
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1.3 Matroids and their Bergman fans

Here we construct the matroid associated with an m-fold point at (1, 1), we also construct the
corresponding Bergman fan.

Example 1.3.1. Consider the curves with A = {(0, 0), (0, 1), (1, 0), (1, 1), (2, 1), (1, 2), (2, 2)}, the
set A is drawn on Figure 1.3 on the left. Each of these curves has an equation F (x, y) = 0 where

F (x, y) = a00 + a01y + a10x+ a11xy + a12xy
2 + a21x

2y + a22x
2y2, aij ∈ C.

Figure 1.3: On the left picture we see the Newton polygon of the curves and three dependent sets
(marked by different colors). The table of linear constraints on the coefficients aij , imposed by the
point (1, 1) of multiplicity 3, is on the right. The first two lines of the table are the coordinates of
points in A.

If a curve with such an equation has the point (1, 1) as a point of multiplicity 3, then the numbers
aij satisfy linear constraints written in matrix N(A) in Figure 1.3 on the right.

The matroidM(A), associated with N(A), is just a structure which encodes dependencies among
variables aij . A matroid consists of a ground set and collection of its subsets, which are called
dependent subsets. In our case the ground set ofM(A) is A. A set I ⊂ A is called dependent if there
is a linear combination of rows of N(A) which gives

∑
(i,j)∈I cijaij = 0.

In our example it follows from the condition λ6 that the variables a11, a12, a21, a22 are dependent,
i.e. there exists its linear combination which equals zero, so, the set {(1, 1), (1, 2), (2, 1), (2, 2)} is a
dependent set in M(A).

1.3.1 Construction of the matroid of the Bergman fan

We write down the matrix N(A) of linear conditions on aij imposed by the fact that the point (1, 1)
is of multiplicity m for a curve C. Columns of N(A) are in one-to-one correspondence with aij , so,
with elements of A. (If the characteristic of K is zero, then we can use Def. 1.2.17 of m-fold point,
that with partial derivatives. Each equation ∂i+j

∂xi∂yj
F|(1,1) = 0 induces one linear constraint on the

coefficients of F . For the case of the finite characteristic it is much harder to write the general form
of the constraints.)
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We consider the set L of all curves C such that the support set of the equation F (x, y) = 0 of C
belongs to A and (1, 1) is of multiplicity m for C. Let us identify a curve with the set of coefficients
of its equation. Then, ker(N(A)) = L ⊂ K|A| is a linear subspace. Note that the expected dimension
of L is |A| − 1

2m(m+ 1) but the actual dimension can be bigger (see Example 1.4.1).
Now we construct the matroid M(A) encoding the dependencies between aij , see Example 1.3.1.

• Compute all generators vi of L, build the matrix with vi as rows and call it m(L).

• Build the matroid M(A) whose independent sets are sets of independent columns of m(L).
The underlying set of M(A) is the set of columns of M , that is, the set {(i, j) ∈ A}.

Let us recall that a circuit in M(A) is a minimal by inclusion dependent set of columns of M .
A flat is a subset S ⊂ A, such that |C \ S| 6= 1 for each circuit C. As in Lemma 1.2.31 we can

prove that for each flat S there exists a curve in L given by F = 0, supp(F ) = S. Now, in order
to describe the flats of M(A), we construct the Bergman fan of L (or of the matroid M(A)) which
graphically represents all the possible flats.

• Take the space R|A| with basis vectors eij , (i, j) ∈ A. For a flat S define a vector eS =∑
(i,j)∈S

eij ∈ R|A|.

• For all n enumerate all flags of flats ∅ ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sn = A where all inclusions are
strict.

• For each flag of flats draw the cone

{w1eS1 + w2eS2 + · · ·+ wneSn |wi ∈ R;wi ≤ 0, if i < n} (1.4)

• The union of all these cones for all n is called the Bergman fan of L. The top-dimensional
cones correspond to the flags of maximal length.

Let us go in the opposite direction and relate the tropicalization of a linear space to the Bergman
fan of the matroid M(A). Suppose for simplicity that char K = 0 Consider the tropicalization
T (m,A) := Val(L), it consists of vectors w = (wij)(ij)∈A, where

wij = val(aij), F (x, y) =
∑

aijx
iyj ;µ(1,1)(F = 0) ≥ m.

To each vector w we will associate a flag of flats ∅  S1  S2  · · ·  Sn  A, where

wij < wls ⇐⇒ ∃q : (i, j) ∈ Sq, (l, s) /∈ Sq.

In fact, this is just the stratification provided by Aµ (Def. 1.2.30).
Let us construct the sets Sq by the following procedure. Note that once fixed wij = val(aij) we

can compute Aµ (Def. 1.2.30) for each real µ. Let {Sl} be the set of sets A \ Aµ where µ runs over
all real numbers.
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The valuations wij can be reconstructed by the following rule

wij =
∑
l

(i,j)∈Sl

wl,

where wl are from (1.4).
So, an element of L gives us a flag of flats. In the opposite direction, a flag of flats gives a subset

of L. The Bergman fan of L is exactly the set T (m,A) ([10, 51]).

Theorem 1.3.2 ([52]). Each flag of flats ∅  S1  S2  · · ·  A associated with a vector in the
fan T (m,A) possesses the following property: for each l ∈ N the set A \ Sl is algebraically m-thick.

1.4 Examples and the Euler derivative

Example 1.4.1. Fix k ∈ N. The polygon Tk of the minimal area with ω(Tk) = 2k is the triangle
with vertices (0, 0), (k, 2k), (2k, k) (see Remark 1.8.16). The triangle Tk comes as the support set of
the polynomial (1 − 3xy + xy2 + x2y)k = 0 which defines a curve C with µ(1,1)(C) = 2k. The area
of Tk is 3

8(2k)2, which shows that the estimate in the Exertion Theorem for vertices is sharp.

If char K = 0, then µ(1,1)(C) ≥ 2k is equivalent to the set of linear equations ∂q+r

∂qx∂ryF (x, y) =

0, q + r < 2k in the coefficients of the polynomial F =
∑

(i,j)∈Tk
aijx

iyj . Note that among these

equations, there are at least

2k(2k + 1)− (3k2 + 3k + 2)

2
=
k2 − k − 2

2

linearly dependent ones. Here 2k(2k+1)
2 is the number of equations and 3k2+3k+2

2 is the number of
variables, i.e., the number of integer points in T .

Example 1.4.2. To see one more phenomenon we consider the set

A = ConvHull((0, 0), (1, 3), (6, 3), (6, 4), (3, 6), (3, 1)) = T3 ∪ {(1, 3), (3, 1), (6, 4)}.

The only curve C with support inA and µ(1,1)(C) = 6 is given by the equation (1−3xy+xy2+x2y)3 =
0. Hence adding three new monomials a13xy

3+a31x
3y+a64x

6y4 does not add new degrees of freedom
and a13, a31, a64 are always 0.

We give the following explanation. Consider the constraint on aij imposed by the fact that
Fxx(1, 1) = 0. That is

∑
i(i − 1)aij = 0. Note that the set of aij with non-zero coefficients in this

equation is parametrized by A \ {(i, j)|i(i− 1) = 0}. So, we say that i(i− 1) corresponds to Fxx.
In a similar way, given µ(1,1) = 6, by considering linear combinations of F, Fx, Fxy, . . . , Fyyyyy, we

can obtain all the polynomials in i, j of degree at most five. Next, (6, 4) is the only point in A where
f(i, j) = (j−3)(i− j)(i−3)(i2 + j2− ij−3j−3i+ 6) is not zero. The linear equation corresponding
to f(i, j),
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(Fxxxxy − 2Fxxxyy + 2Fxxyyy − Fxyyyy − 3Fxxxx + 4Fxxxy−
− 4Fxyyy + 3Fyyyy − 12Fxx + 12Fyy + 24Fx − 24Fy)|(1,1) = 0,

written in terms of aij , is just a64 = 0. Similar combinations of derivatives can be found for a13 and
a31.

To proceed the general case we fix a polynomial f =
∑
pijx

iyj of degree m − 1. Consider
associated differential operator f̂ =

∑
pij∂

i
x∂

j
y. Since the point (1, 1) is of multiplicity m for C we

have f̂(F )|(1,1) = 0. We consider the derivative ∂kx∂ly(F )|(1,1) =
∑

(i,j)∈A i(i − 1) . . . (i − k + 1)j(j −
1) . . . (j − l + 1)aij =

∑
(i,j)∈A fkl(i, j)aij . Each polynomial in Q[i, j] of degree no more than m− 1

can be obtained as a liner combination of the polynomials fkl(i, j) with k, l ≤ m− 1.
Note that f̂(F )|(1,1) =

∑
pklfkl(i, j)aij = 0, therefore the set (i, j) ∈ A|

∑
pklfkl(i, j) 6= 0 can not

contain exactly one element. Since any polynomial of degree at most m − 1 can be expressed as∑
pklfkl(i, j), we have finished the proof.
For the sake of simplicity we only discuss here the dimension two case in characteristic zero but

the results of this section are easily reformulated and can be proven in any dimension and even for
any valuation field with characteristic zero or bigger than m.

So, let char K = 0. In this case, [50] contains the complete description of the matroid M
associated with the linear conditions imposed by them-fold point at (1, 1). Namely, all the dependent
sets of M , minimal by inclusion, are the sets of the type A \ {(i, j)|G(i, j) = 0}, where G ∈ K[i, j]
is a polynomial of degree at most m− 1.

Let AG be A \ {(t, w)|G(t, w) = 0}. We call the operation

∂G :
∑

(i,j)∈A

aijx
iyj →

∑
(i,j)∈AG

aijx
iyj

the Euler derivative with respect to G. Suppose that a tropical curve H is given by Trop(F ) where
F is as in (1.1).

Proposition 1.4.3 ([50]). A point P ∈ H is a point of multiplicity at least m in the K-extrinsic
sense (Def. 1.1.2) if and only if for each polynomial G ∈ K[i, j] of degree no more than m − 1, the
tropical curve given by Trop(∂GF ) passes through P .

Remark 1.4.4. If char K = 0, then the above proposition implies the m-thickness property for
A if µ(1,1)(C) = m (cf. Corollary 1.2.29). Indeed, if the set A is not m-thick, then there exists a
collection of m − 1 lines l1, . . . , lm−1 such that A \

⋃
{li} = (i′, j′) ∈ Z2. Let the polynomial G be

the product of the equations of the lines li. Clearly, deg(G) = m− 1. Then, ∂GF = ai′j′x
i′yj

′ , and
Trop(∂GF ) is smooth at P . This contradicts to Proposition 1.4.3.

We give here another proof of Corollary 1.2.29. Consider a curve C defined by (1.1), let C pass
through (1, 1) with multiplicity m.

Definition 1.4.5. The support set supp(F ) of a polynomial F (x, y) =
∑
aijx

iyj is, by definition,
the set supp(F ) = {(i, j) ∈ Z2|aij 6= 0}.
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The next lemma claims, roughly speaking, that differentiation of F acts on supp(F ) as throwing
away a line. The simplest example of this phenomenon is supp(x∂x(F )) = supp(F ) \ {(i, j)|i = 0}.

Lemma 1.4.6. The set supp(F ) is m-thick.

Proof. Let us proceed by induction. The case m = 1 is obvious: supp(F ) should have at least two
elements. Considerm > 1. Choose any line l which covers at least one point of supp(F ), without loss
of generality l has a rational slope. Consider a toric transformation Ψ : (x, y) → (xayb, xcyd) such
that the integer affine transformation Trop(Ψ) brings l to the line given by the equation x = n, n ∈ Z.
It follows from Lemma 1.2.20 that the curve Ψ(C) passes through (1, 1) with multiplicity m. Let
the equation of Ψ(C) be G(x, y) = 0, it is clear that the supp(G) = Trop(Ψ)(supp(F )).

Compute the derivative ∂(x−nG)
∂x of the polynomial G at the point (1, 1):

∂(x−nG)

∂x |(1,1)
= (G · ∂x

−n

∂x
+ x−n∂G)|(1,1) = x−n∂G(x, y)|(1,1) = 0

Therefore the curve defined by the equation F ′ = xn · ∂(x−nG)
∂x = 0 passes through (1, 1) with

multiplicity m− 1, the support set supp(F ′) is equal to the set Trop(Ψ)(supp(F ) \ l), by induction
supp(F ′) is (m− 1)-thick and we proceed as in Remark 1.4.4.

So, one can say that throwing a line from supp(F ) can be obtained by a differentiation twisted
by a toric change of coordinates.

Let us consider numbers a, b, c, d ∈ Z, such that ad− bc = 1.

Remark 1.4.7. Define a derivation in a direction (a, c) on a monomial xiyj by ∂(a,c)x
iyj = (ai +

cj)xi−dyj+b and extend it by linearity on C[x, y]. The usual derivatives ∂x and ∂y are ∂(1,0) and ∂(0,1)

respectively (we consider the tuples (a, b, c, d) = (1, 0, 0, 1) in the case ∂x and (0,−1, 1, 0) in the case
∂y). The above lemma implies that a point (1, 1) is of multiplicity m for the curve F (x, y) = 0 if and
only if for any pair (r, q) of integer numbers and any derivation ∂(a,c) the equation ∂(a,c)(x

ryqF (x, y))
defines a curve which passes through (1, 1) with multiplicity m− 1. That leads exactly to the notion
of m-thickness in spirit of Propositions 1.2.34,1.2.35 and Remark 1.4.4, because

supp(xd−ry−b−q∂(a,c)(x
ryqF (x, y))) = supp(F ) \ {(i, j)|a(i+ r) + c(j + q) = 0}

Example 1.4.8. Of course, an equation, which we get by a coordinate change and a derivation,
is not a new information, it follows from the constraints in Def. 1.2.17. For example, on the level
of equations on aij the constraint given by ∂

∂x(x−nF (x, y)|(1,1) = 0 is the same as the equation
(Fx(x, y)− nF (x, y))|(1,1) = 0, the latter follows from F (1, 1) = 0 and Fx(1, 1) = 0.

Remark 1.4.9. Note that ∂(p,q) is not a composition of the derivatives ∂(1,0) and ∂(0,1). In the
notation of Lemma 1.4.6 we have ∂(a,c) = Ψ−1 ◦ ∂

∂x ◦Ψ.

In the papers [106, 107] the space of planar tropical singular curves and the space of tropical
singular surfaces in TP 3 are described. The authors straightforwardly describe properties of maximal
dimension cones in T (2,A), that is, roughly speaking, the possible variants of A \ Fn and A \ Fn−1

for flags of maximal length. Lemma 1.4.6 explains the idea of what they do. Thanks to Example
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1.4.8, the derivatives ∂a,b defined above (and the concept of m-thickness) is another way to study
matrix N(A).

One can be tempted by a question: is it true that all circuits of M(L) can be constructed as sets
A \

⋃
{li}m−1

i=1 for some collection of m− 1 lines? Example 1.3 answers negatively.

Example 1.4.10. Blue and red points represents two line on Figure 1.3, left part. It follows form
the m-thickness Theorem, that the rest, i.e., the set {(1, 0), (2, 2)}, should be a dependent set in
M(A). Indeed, 2λ2 +λ5−2λ6 = 0 = 2a10−2a22. Blue points as well as red also represent dependent
sets.

Let us check whether A is linearly 3-thick or not: first of all, try to remove from A two lines,
which represent a reducible curve of degree 2. The set A′ = A \ {(1, 1)} has no set of three points
on a line, therefore if we throw away from A any two lines, then at least two points remain. Hence,
A is 3-thick.

On the other hand, the set {(1, 1)} is a dependent set, because λ6−λ5−λ4 = 0 = a11, but there
is no two lines l1, l2 such that {(1, 1)} = A\ (l1∪ l2). This suggests that the set A is not algebraically
3-thick (Def. 1.2.32), because the fact that (1, 1) is of multiplicity 3 for C implies that a11 = 0, but
we prohibited to have zero coefficients in A. We also can check that A is not algebraically 3-thick
by definition: indeed, A \ {ij − i(i− 1)− j(j − 1) = 0} = {(1, 1)}.

On the other hand, the setA′ = A\{(1, 1)} is algebraically 3-thick. As we established above, there
is no two lines l1, l2 such that |A′\{l1∩ l2}| = 1. Also A′ lies on the quadric ij−i(i−1)−j(j−1) = 0
which intersects any other quadric by 4 points at maximum, therefore |A′ \ {Q = 0}| ≥ 6 − 4 = 2,
where Q is any quadric curve.

One can argue that in Examples 1.4.1, 1.4.2 we have a smaller degree of freedom because the
curves were reducible, so, let us look at the following example.

Example 1.4.11. Consider the curve C ′ given by the equation

(x2y + xy2 − 3xy + 1)8 + xy4(x− 1)8 = 0. (1.5)

The curve C ′ is irreducible, µ(1,1)(C
′) = 8. The number of integer points in the Newton polygon

of C ′ is 35, which is less than the number of linear conditions on the coefficients (imposed by the
point of multiplicity 8), namely 36.

1.5 A lemma about concave functions

Suppose that h : [a, b] → R is a concave and piecewise smooth function on the interval [a, b].
Define ĥ[a,b](x) as the length of the subinterval of [a, b] where the values of h are at least h(x), i.e.,
ĥ[a,b](x) = measure{y ∈ [a, b]|h(y) ≥ h(x)}.

Lemma 1.5.1. Suppose that h attains its maximal value at a unique point. Then
∫ b
a ĥ[a,b](x)dx =

(b− a)2/2.

Proof. Without loss of generality h(a) ≥ h(b) = 0. Let q be the point where the maximum of h is
attained. On the intervals [a, q] and [q, b] the function h is invertible. Call the respective inverses

23



f1, f2, that is f1(h(x)) = x for x ∈ [a, q] and f2(h(x)) = x for x ∈ [q, b]. For y ∈ [0, h(a)], we define
f1(y) = a. Hence f1(h(q)) = f2(h(q)) = q, f1(0) = a, f2(0) = b. Let H(y) = f2(y)− f1(y); note that
H(y) = ĥ(f1(y)) = ĥ(f2(y)). Finally, we integrate ĥ[a,b](x) along the y-axis. In between, we change
the measure in the integration. The integral becomes∫ b

a
ĥ[a,b](x)dx =

∫ 0

h(q)
(h2(y)−h1(y))d(h2(y)−h1(y)) =

∫ 0

h(q)
H(y)d(H(y)) =

H2(0)

2
=

(b− a)2

2
.

Corollary 1.5.2. If h(a′) = h(b′) for some a′ < b′ in [a, b], then∫ a′

a
ĥ[a,b](x)dx+

∫ b

b′
ĥ[a,b](x)dx =

1

2
((b− a)2 − (b′ − a′)2).

Proof. We proceed as in the proof of the lemma, and∫ a′

a
ĥ[a,b](x)dx+

∫ b

b′
ĥ[a,b](x)dx =

∫ 0

h(a′)
H(y)d(H(y)) =

1

2
((b− a)2 − (b′ − a′)2).

Proposition 1.5.3. If h is linear with non-zero slope on an interval [a′, b′] ⊂ [a, b], then the function
ĥ is concave on [a′, b′].

Proof. Without loss of generality we suppose that a′ < b′, f(a′) < f(b′). It is enough to check that
ĥ
(

1
2(x+ y)

)
≥ 1

2

(
ĥ(x) + ĥ(y)

)
for x, y ∈ [a′, b′]. Since h

(
1
2(x+ y)

)
= 1

2(h(x) + h(y)), we have

ĥ
(

1
2(x+ y)

)
= f2

(
h
(

1
2(x+ y)

))
− f1

(
h
(

1
2(x+ y)

))
= f2

(
h
(

1
2(x+ y)

))
− 1

2

(
f1

(
h(x)) + f1(h(y)

))
≥ 1

2

(
f2(h(x)) + f2(h(y))

)
− 1

2

(
f1(h(x)) + f1(h(y))

)
= 1

2

(
ĥ(x) + ĥ(y)

)
,

because f2 ◦ h is concave on the interval [x, y]. Note that linearity of h and f1 on [x, y] is crucial,
since f1 has a negative coefficient.

There are generalizations of this lemma for the functions Rn → R.

Lemma 1.5.4. Let B be a compact set in Rn, f : B → R a continuous function. Let f̂ : R → R
is defined by f̂(x) = measure(y ∈ B|f(y) ≥ x). Then

∫ maxB f
minB f

g(f̂)(x)dx = G(Volume(B)) − G(0)
where G is a primitive function of g.

Proof. The same as for the previous lemma.

Question 6. In the same spirit, we can define another function for the order on the points in
R2. Let (x, y) < (x′, y′) iff x < x′ and y < y′. Now, for a function f : B → R2 we define
f̂(a, b) = measure(x ∈ B|f(x) ≥ f(a, b)). What is the integral of f̂?

1.6 Formulation of main theorems

In this section, we state the main results of this chapter. For the terminology of faces, vertices,
edges, and the duality among them, refer to Proposition 1.2.8.
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1.6.1 Influenced sets

We consider a tropical curve H ⊂ T2 and a point Q ∈ H.

Definition 1.6.1. Let lQ(u) be the line through Q in the direction u ∈ P (Z2). Take the connected
component, containing Q, of the intersection H∩lQ(u). We call this component the long edge through
Q in the direction u and denote it by EQ(u).

Definition 1.6.2. For each u ∈ P (Z2) we denote by IQ(u) the set of vertices of H which belong to
the long edge EQ(u). Define I(Q) =

⋃
u∈P (Z2) IQ(u).

The union of all the long edges at Q, i.e.
⋃
u∈P (Z2)EQ(u) is so-called star at the point Q. So,

I(Q) is just the set of vertices of H lying in the star of Q, cf. Definition 1.7.5 and Definition 2.2.5.
Note that I(Q) is not a multiset; it contains only one copy of Q. Examples of I(P ) are pre-

sented in Figure 1.1. On the left we see one long edge EP ((1, 0)) and I(P ) consists of 7 vertices,
and above we see 7 corresponding faces in the subdivision of ∆. On the right, we see long edges
EP ((1, 0)), EP ((0, 1)), EP ((−1, 1)). Each of the long edges EP ((1, 2)) and EP ((−3,−2)) consists of
only one edge. In Example 1.2.10, EP ((1, 0)) is the union of the horizontal edges of Trop(C ′) and
I(P ) is the set of all vertices of Trop(C ′).

Definition 1.6.3. For a point Q ∈ H we define Infl(Q) =
⋃

V ∈I(Q)

d(V ), the union of the faces of the

Newton polygon of H, dual to the vertices in I(Q).

Definition 1.6.4. For a point Q ∈ H which is not a vertex of H, we define

area(Infl(Q)) =
∑

F∈Infl(Q)

area(F ).

Note that area(Infl(Q)) depends only on H and does not depend on a particular choice of an
equation defining H. Also, if Q belongs to an edge E of H and Q is not a vertex of H, then
Iu(Q) = I(Q) where u is the direction of E. Indeed, for any other direction v not collinear to u, the
connected component of Q in the intersection H ∩ lQ(v) is just Q.

Recall that if Q is a vertex of H, then d(Q) is a face dual to Q in the subdivision of ∆.

Definition 1.6.5. If Q is a vertex of H, we define

area(Infl(Q)) =
∑

F∈Infl(Q)

area(F ) + area(d(Q)),

area∗(Infl(Q)) =
∑

F∈Infl(Q)

area(F ).

From the point of view of combinatorics, studying area∗(Infl(Q)) is more natural, whereas
area(Infl(Q)) is motivated by Nagata’s conjecture (see Chapter 2 for details). The name Infl(P ) is
chosen because the linear constraints, imposed by the fact µp(C) = m, asymptotically influence (cf.
Remark 1.1.1) the coefficients aij where (i, j) ∈ Infl(P ), P = Val(p).
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1.6.2 Multiplicity of a tropical point in the intermediate sense

Consider a tropical curve H given by a tropical polynomial Trop(F ). Using Trop(F ), we construct
the extended Newton polyhedron Ã for H.

Definition 1.6.6. We denote by Ãµ the xy-projection of the intersection of Ã with the plane z = µ.

Note that Aµ (Def. 1.2.30) is contained in Ãµ. In Figure 1.6 (below), the set Ãµ is colored in
gray.

Definition 1.6.7. A point P = (0, 0) on the tropical curve H is of multiplicity at least m in the
intermediate sense (we write µtrop

P (H) ≥ m) if for each µ ∈ R the set Ãµ is m-thick (Def. 1.2.26).

Using Proposition 1.2.23, we can use this definition for any other point of P ∈ Val((K∗)2), after
an appropriate change of coordinates.

Lemma 1.6.8. If µp(C) = m and P = Val(p), then µtrop
P (Trop(C)) ≥ m.

Corollary 1.6.9. If a point P on a tropical curve H ⊂ T2 is of multiplicity at least m in the
K-extrinsic sense (Def. 1.1.2), then P is of multiplicity at least m for H in the intermediate sense.

Unfortunately, this lemma does not immediately follow from Lemma 1.2.31.

1.6.3 Exertion Theorems

If ω(A) < m, i.e., ωu(A) < m for some u ∼ (u1, u2) (Def. 1.2.24), and µp(C) = m, p = (p1, p2), then
Lemma 1.2.28 asserts that C contains a rational component with parameterization (p1s

u1 , p2s
u2).

We are going to prohibit such cases.

Definition 1.6.10. A tropical curve is admissible if the minimal lattice width (Def. 1.2.25) of its
Newton polygon is at least m.

The following theorems estimate the total area of the region of influence of P in ∆. The point
P exerts its influence on the faces whose area is counted in the theorem, whence the name.

Theorem 1.6.11 (Exertion Theorem for edges). If H is admissible, µtrop
P (H) = m (Def. 1.6.7), and

P is not a vertex of H, then area(Infl(P )) ≥ 1
2m

2 (Def. 1.6.4). Furthermore, if E ⊂ H is the edge
of H, containing P , then the lattice length of d(E) is at least m.

In this case we see a collection of faces with parallel sides in the subdivision of ∆; see Figure
1.1(A).

Theorem 1.6.12 (Exertion Theorem for vertices). If H is admissible, µtrop
P (H) = m, and the point

P is a vertex of H, then area∗(Infl)(P ) ≥ 3
8m

2 and area(Infl(P )) ≥ 1
2m

2 (Def. 1.6.5).

Here we will see a collection of faces like in Figure 1.1(B). The Exertion theorems are valid only
for admissible curves. The following example illustrates this problem.

Example 1.6.13. Consider a curve C ′ defined by the polynomial Fk(x, y) = (x − 1)k(y − 1)m−k.
Clearly, µ(1,1)(C

′) = m, but the curve Trop(C ′) is not admissible. The Newton polygon of Fk is the
rectangle with vertices (0, 0), (k, 0), (0,m−k), (k,m−k), it is m-thick and its area is k(m−k) which
is always less than 3

8m
2. The curve C ′ consists of the line x = 1 with multiplicity k and the line

y = 1 with multiplicity m− k. The tropical curve Trop(C ′) consists of the vertical line of weight k
and the horizontal line of weight m− k. Note that Lemma 1.6.8 holds in this example.
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1.7 Intrinsic definition of a tropical m-fold point

The multiplicity m(P ) of the point P of the intersection of two lines in directions u, v ∈ P (Z2) is
|u1v2 − u2v1| where u ∼ (u1, u2), v ∼ (v1, v2) (Def. 1.2.24).

Given two tropical curves A,B ⊂ T2 we define their stable intersection as follows. Let us choose
a generic vector v. Then we consider the curves TtvA where t ∈ R, t → 0 and Ttv is the translation
by the vector tv. For a generic small positive t, the intersection TtvA∩B is transversal and consists
of points P ti , i = 1, . . . , k with multiplicities m(P ti ) which do not depend on t as far as t is small
enough.

Definition 1.7.1 (cf. [142]). For each connected component X of A ∩B, we define the local stable
intersection of A and B along X as A ·X B =

∑
im(P ti ) for t close to zero, where the sum runs

over {i| limt→0 P
t
i ∈ X}. For a point Q ∈ A, we define A ·Q B as A ·X B, where X is the connected

component of Q in the intersection A ∩B.

Definition 1.7.2. A generalized tropical line is the non-smooth locus of a function (1.3) with A ⊂ Z2

such that A is an interval of lattice length 1 or |A| = 3, area(ConvHull(A)) = 1
2 .

Proposition 1.7.3. Let Q be a vertex of a tropical curve H. If the face d(Q) has no vertical sides,
and L is the usual horizontal line through Q, then H ·Q L = ω(1,0)(d(Q)).

Proof. This follows from a direct computation and Proposition 1.2.8.

Definition 1.7.4. A point P on a tropical curve H is of multiplicity at least m in the intrinsic sense
if for each generalized tropical line L through P we have L ·P H ≥ m.

Definition 1.7.5. Given Q ∈ H, we call the star Star(Q) at Q the connected component of Q
in the intersection H ∩

⋃
u∈P (Z2){lQ(u)} (Def. 1.6.1). Note that only the vertices of H in Star(Q)

contribute to the multiplicity of Q in the intrinsic sense. Also, this set of vertices coincides with
I(Q) (Def. 1.6.2).

Proposition 1.7.6. Let P be of multiplicity m in the intrinsic sense. If P is a vertex of H, then
d(P ) is m-thick (Def. 1.2.26). If P is not a vertex of H, then the edge of H containing P is of weight
at least m.

Proof. For each u ∈ P (Z2), we can find a generalized tropical line L such that P is the vertex of
L, and L has an edge in the direction u. Like in Proposition 1.7.3, a direct calculation of L ·P H
finishes the proof.

Now consider Example 1.2. The edge with P has weight 3, therefore the stable intersection with
each non-horizontal line is at least 3. The stable intersection of H with the horizontal line through
P is exactly the width of the Newton polygon of the curve in the direction (1, 0).

Consider an edge of H through P . Without loss of generality we can suppose that this edge is
horizontal. Let A1 (resp. A2) be the leftmost (resp. rightmost) vertex of H on the horizontal long
edge EP ((1, 0)) (Def. 1.6.1).

Proposition 1.7.7 (cf. Lemma 1.9.16 and Section 3.4.4). If P is of multiplicity m in the intrinsic
sense and EP ((1, 0)) = A1A2, then the difference between x-coordinates of the leftmost vertex of
d(A1) and rightmost vertex of d(A2) is at least m.
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Proof. Let L be the usual line containing E. A direct calculation of L ·P H concludes the proof.

Proposition 1.7.8. Suppose that P ∈ H is not a vertex of H. Let P belongs to an edge E of H
with endpoints A1 and A2. Let P be of multiplicity m for H in the intrinsic sense. Suppose that
EP ((1, 0)) = E. Then area(d(A1)) + area(d(A2)) ≥ 1

2m
2.

Proof. The lattice length of d(E) is at least m and the sum of the heights of d(A1) and d(A2) is at
least m by Proposition 1.7.7. Therefore

area(d(A1)) + area(d(A2)) ≥ m ·m/2.

1.8 Two combinatorial lemmata

Les sages qui veulent parler au vulgaire leur langage au lieu du sien
n’en sauraient être entendus.

Jean-Jacques Rousseau

Definition 1.8.1. The defect of B ⊂ Z2 in a direction u ∈ P (Z2) is defu(B) = max(m− ωu(B), 0).

This section is devoted to the proofs of the following statements.

Lemma 1.8.2. For an m-thick (Def. 1.2.26) lattice polygon B we have

area(ConvHull(B)) +
1

2

∑
u∈P (Z2)

defu(B)2 ≥ 3

8
m2.

Lemma 1.8.3. For an m-thick lattice polygon B we have

2 · area(ConvHull(B)) +
1

2

∑
u∈P (Z2)

defu(B)2 ≥ 1

2
m2.

Unfortunately, though the proofs use only standard combinatorial arguments, they are cumber-
some and rather tedious. Thus the reader is recommended to skip this section while reading this
paper the first time.

1.8.1 Using the direction (0, 1) or the direction (1, 1)

Suppose that B is not (m + 1)-thick and the minimal lattice width a ≤ m of B is attained in
the horizontal direction. Using the m-thickness property, we can find two points M,L on the left
vertical side of B and two points N,K on the right vertical side in such a way (Figure 1.4(A)) that
the distances ML and NK are equal to m − a, so MNKL is a parallelogram. Let us call it the
initial parallelogram. Note that in the case a = m we have a degenerate initial parallelogram with
M = L,N = K.

Definition 1.8.4. Denote by x(A) (resp. y(A)) the x-coordinate (resp. y-coordinate) of a point
A ∈ Z2.

28



Let b = y(M) − y(N). Applying a suitable coordinate change in SL(2,Z) we may assume that
0 ≤ b < a; see Figure 1.4(A).

Proposition 1.8.5. The width ω(0,1)(MNKL) of the initial parallelogram MNKL in the direction
(0, 1) is equal to m− a+ b. The width ω(1,1)(MNKL) is equal to m− b.

L

M

N

K

a

m− a

m− a

b

a

M1 M2M1

K1K2

x

x

x1

x2

Figure 1.4: The initial parallelogramMNKL is depicted on the left. The set B ism-thick. Therefore,
by taking into consideration ω(0,1)(B), we find a polygon MM1M2NKK1K2L, which is a subset of
B.

Suppose that ω(0,1)(B) = m − x. Thus, by Proposition 1.8.5, x ≤ a − b, and B must have two
horizontal sides M1M2,K1K2, whose lengths are at least x. Note that it is possible that x = 0;
in that case we can choose M1 = M2 ∈ B,K1 = K2 ∈ B, y(M1) − y(K1) = m. So, B contains a
polygon MM1M2NKK1K2L. A particular example of such a polygon is shown in Figure 1.4, right
side. Let x1 = x(M1) − x(M), x2 = x(K) − x(K1). The inequality x1 + x2 ≥ m − (m − a + b + x)
holds because B is m-thick. All the notation is presented in Figure 1.4 and this picture serves as the
main illustration tool for the following computations.

Note that

area(MM1M2NKK1K2L \MNKL) ≥ a(x1 + x2)/2 + x(b+ x1 + b+ x2)/2, (1.6)

and the minimum is attained if the bottom horizontal edge is in the extremal right position (like
at the bottom in Figure 1.4(B)), and the top edge is in the extremal left position. Look at the
top of Figure 1.4(B)): we minimize the area of MM1M2NKK1K2L, preserving MNKL and x1, x2.
For that, we should move the interval M1M2 to the left as much as possible, while preserving the
convexity of MM1M2NKK1K2L.

Definition 1.8.6. Define S(0,1) = 1
2def(0,1)(B)2 + 2 · area(B \ (MNKL)).

Using (1.6), we see that

S(0,1) ≥ x2/2 + a(x1 + x2) + x(b+ x1 + b+ x2) ≥ a(a− b) + xb− x2/2. (1.7)

Remark 1.8.7. If c2 < 0, then a function f(x) = c2x
2 + c1x + c0 defined on an interval [c3, c4]

always attains its minimum at c3 or c4.
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We will extensively use this fact below. In particular, x ∈ [0, a− b] and (1.7) implies that

S(0,1) ≥ min(a(a− b), a(a− b) + (a− b)(b− a− b
2

).

Moreover, if b ≥ a/3, then S(0,1) ≥ a(a− b). If b ≤ a/3, then

S(0,1) ≥ a(a− b) + (3b− a)(a− b)/2.

Lemma 1.8.8. If b ≤ a/3, then S(0,1) ≥ a2/2.

Proof. In this case S(0,1) ≥ a(a − b) + (3b − a)(a − b)/2. It follows from Remark 1.8.7 that it is
enough to consider the cases b = 0 and b = a/3.

We repeat the above procedure for the direction (1, 1). We define y = m − ω(1,1)(B). Then, let
N1N2, L1L2 be the vertices of two sides of B, perpendicular to the direction (1, 1). Let y1, y2 be the
increments of ω(1,1) obtained by adding N1, N2, L1, L2 to MNKL. Then, y1 + y2 ≥ b− y because B
is m-thick. On Figure 1.5 we have y1 = 0, y = 1; note that y2 = 2 because ω(1,1)({(0, 0), (1, 1)}) = 2.

Definition 1.8.9. We denote S(1,1) = 1
2def(1,1)(B)2 + 2 · area(B \ (MNKL)).

By direct calculation of the areas of the triangles L1L2K,LL1K,MN1N2,MN2N , we obtain

S(1,1) ≥ y2/2 + a(y1 + y2) + y(a− b+ y1 + a− b+ y2) ≥ −y2/2 + ab+ y(a− b). (1.8)

Proposition 1.8.10. The following inequalities hold: 1) if b ≤ 2a/3, then S(1,1) ≥ ab,
2) if b ≥ 2a/3, then S(1,1) ≥ ab+ b(2a− 3b)/2.

Proof. It follows from (1.8), Remark 1.8.7, and the fact that 0 ≤ y ≤ b.

This proposition implies the following lemma.

Lemma 1.8.11. If b ≥ 2a/3, then S(1,1) ≥ a2/2.

Proof. Again, if b = a, then we obtain S(1,1) ≥ a2/2; for b = 2a/3, we get S(1,1) ≥ 2a2/3.

Lemma 1.8.12. The following inequality holds:

2 · area(B \ (MNKL)) +
1

2

∑
u∈P (Z2),
u6=(1,0)

defu(B)2 ≥ a2

2
.

Proof. Indeed, if a/3 ≤ b ≤ 2a/3, then S(0,1) + S(1,1) ≥ a2 and we are done. Two other cases are
covered by Lemmata 1.8.8, 1.8.11.

Proof of Lemma 1.8.3. It follows from the previous lemma that

2 · area(ConvHull(B)) +
1

2

∑
u∈P (Z2)

defu(B)2 ≥ 2 · area(MNKL) +
1

2
a2 +

1

2
def(1,0)(B)2

≥ 2(a(m− a)) +
1

2
a2 +

1

2
(m− a)2 ≥ 1

2
m2 + a(m− a),

and a(m− a) ≥ 0.
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1.8.2 Using both directions (0, 1) and (1, 1)

Now we will use the widths of B in the directions (0, 1), (1, 1), (1, 0) at the same time. Consider the
directions (0, 1), (1, 1), and define x, y, x1, y1, x2, y2 as in the previous subsection. Now, B contains
the polygon s(B) = MM1M2NN1N2KK1K2LL1L2. Some of its vertices are allowed to coincide.
Refer to Figure 1.5. We assume that the polygon s(B) satisfies the condition of m-thickness in
the directions (0, 1), (1, 0), (1, 1). Our goal is to find an estimate for the area of s(B) in terms of
m, a, x, y. We can suppose that s(B), with the above requirements, is the minimal polygon by area.

a

b

x2

x1

M1 M2

y2

L2

L1

K1y

y

x

x

N1

N2 = N

•
•

•
•

Figure 1.5: In this example m = 11, a = 7, and y1 = 0 (therefore N = N2). The vertices MNKL
are as in Figure 1.4(A), the vertices M1M2,K1,K2 are as in Figure 1.4(B), and L1 an K2 coincide.
We are looking for the minimum of the sum of the area of this polygon and 1

2(x2 + y2).

Lemma 1.8.13. The pairs of intervals M1M2, N1N2 and K1K2, L1L2 either share a common vertex
(like K1K2 and L1L2 in the bottom of Figure 1.5), or are maximally far from each other (like M1M2

and N1N2 at the top of the picture).

Proof. This lemma follows from the fact that the area changes linearly when we move the sides
K1K2, L1L2,M1,M2, N1, N2, preserving the distances x, y, x1, y1, x2, y2.

Let A1 denote the minimal area of the top augmented piece (MM1M2N1N2N) when N1N2 and
M1M2 are maximally far from each other (Figure 1.5, top). Let A2 denote the minimal area of the
bottom augmented piece (LKK1K2L1L2) when L1L2 and K1K2 are maximally far from each other.
Let A3 denote the minimal area of the top augmented piece when N1 = M2. Let A4 denote the
minimal area of the bottom augmented piece when L1 = K2 (Figure 1.5, bottom).

Lemma 1.8.14. For A1, A2, A3, A4 defined above, we have A1 −A3 = A2 −A4.
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Proof. Computing ω0,1(B), ω1,1(B), we get relations x1 + x2 = a − b − x, y1 + y2 = b − y. Now, by
direct computations we obtain

A1 =
1

2
(ax1 − yx1 − yb+ yy1 + ay1 + ay + xx1 + xb− xy1 − xy).

Replacing x1 with x2 and y1 with y2 and using the above relations we obtain the formula for A2:

A2 =
1

2
(a2 − ax1 + yx1 + by − yy1 − y2 − ay1 − ay − xx1 − x2 − xb+ xy1 + xy).

For A3, A4 we get

A3 =
1

2
(yy1 + xx1 + ax1 + ab− b2 − bx1 + by1),

A4 =
1

2
(−yy1 − y2 − xx1 − x2 + a2 − ab− ax1 + bx1 − by1 + b2).

It is straightforward to see that A1 −A3 = A4 −A2.

If A1 < A3, then A4 < A2. Therefore, the minimal total sum of the areas of the augmented
pieces is A1 +A4 or A2 +A3. Suppose that the minimum is attained in the case A1 +A4.

Lemma 1.8.15. area
(
s(B) \MNKL

)
+ 1

2(def(0,1)(B)2 + def(1,1)(B)2) ≥ 3
8a

2.

Proof. The area of s(B) \MNKL is at least A1 +A4, def(0,1)(B) = x,def(1,1)(B) = y, and

A1 +A4 +
1

2
x2 +

1

2
y2 =

1

2
(a2 − ab+ b2 + xb+ y(a− b− x) + x1(b− y) + y1(a− b− x)).

Minimizing, we get x1 = y1 = 0. Next, y = 0, x = 0. Finally, minimizing 1
2(a2−ab+b2) with respect

to b, we obtain 3
8a

2.

Proof of Lemma 1.8.2. Using the previous Lemma, we get

area(ConvHull(B)) +
1

2

∑
u∈P (Z2)

defu(B)2 ≥ 1

2
(m− a)2 + a(m− a) +

3

8
a2 ≥ 3

8
m2,

and equality is attained if a = m.

Corollary 1.8.16. As a side effect, for the special case a = m, Lemma 1.8.2 gives

Theorem 1.8.17 ([59], based on [18], p. 716, formula II3, p. 715 formula I). Let B ⊂ Z2 be a
finite set. Then area(ConvHull(B)) ≥ 3

8ω(B)2.

In fact, from the above proofs it is easy to extract the extremal cases and exact bounds: if ω(B) =
2k, then area(ConvHull(B)) ≥ 3

2k
2, and if ω(B) = 2k+1, then area(ConvHull(B)) ≥ 1

2(3k2+3k+1).

Remark 1.8.18. The best constant cn in the inequality Volume(ConvHull(B)) ≥ cnω(B)n for
B ⊂ Zn is not known for n > 2. The above theorem says that c2 = 3

8 . We survey this question with
more details in Chapter A.
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1.9 The proofs of the Exertion Theorems

Firstly, we introduce the notation which we use throughout the remainder of this chapter. Then we
prove Lemma 1.6.8 and the Exertion Theorems.

1.9.1 Notation

This section has a lot in common with Section 3.4.4, where we treat singular points with tropical
modification theory, except that the methods explained below are more powerful in the case of two
dimensions.

Let H be a tropical curve, given by (1.3). The extended Newton polyhedron of H is Ã. We
suppose that the point P ∈ H is not a vertex of H. We assume that P = (0, 0) and the edge E
containing P is horizontal. We consider the long edge E = EP ((1, 0)).

Call the vertices on E from left to right A1, A2, A3, . . . , An. Clearly, we have IP ((1, 0)) =⋃n
i=1{Ai} (Def. 1.6.2). We denote by Ei the edge of H such that Ei ⊂ E and the left end of

Ei, if it exists, is the point Ai. If E contains an infinite edge of H without a left end, as in Example
1.2.10, we call it E0. Let P belong to E`. Refer to Figure 1.6 for this notation.

If A1 is the left end of E, then for the consistency of notation we add a “fictive” edge E0 which has
length zero; d(E0) will denote the leftmost vertex of the face d(A1). We say that d(E0) is a vertical
edge of zero length. Similarly, if An is the right end of E, then we add a “fictive” edge En which has
length zero; d(En) will denote the rightmost vertex of the face d(An). Now, regardless of finiteness
of E, we always have edges E0, E1, . . . , En. Since E is horizontal, it follows from Proposition 1.2.8
that for each i = 0, . . . , n the edge d(Ei) is vertical.

Definition 1.9.1. Refer to Figure 1.7(A). Let xi be the x-coordinate of the edge d(Ei). By yi ≤ yi
we denote the y-coordinates of the endpoints of d(Ei), and by mi = yi − yi the lattice length of
d(Ei).

Note that we have yi = yi if and only if i = 0 (resp. i = n) and the long edge E is finite on the
left (resp. right) side.

Proposition 1.9.2. For each i = 1, . . . , n, we have

area(d(Ai)) ≥
1

2
(xi − xi−1)(mi +mi−1). (1.9)

Proof. Since d(Ai) has two vertical sides of lengthsmi,mi−1, the inequality follows from the convexity
of d(Ai).

Definition 1.9.3. Recall that for each edge E′ of H, there is the dual edge d(E′) in the subdivision
of ∆. Also, all the edges in the subdivision of ∆ arise as the projections of the edges of Ã. We
denote by L(d(E′)) the lifting of an edge d(E′) in the boundary of Ã.

If d(E0) is a point, then we denote by L(d(E0)) the corresponding vertex of Ã. We apply the
same rule for d(En): look at the point d(E4) in Figure 1.6.

Proposition 1.9.4. For each i = 1, . . . , n, the face of Ã spanned by L(d(Ei−1)) and L(d(Ei))
projects to the face d(Ai).
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L(d(E0))

L(d(E4))

•
d(E0)

d(E1)
d(E2)

d(E3) d(E4)

z = g(x)

L(d(E3))L(d(E2))

L(d(E1))

• ••••
P

A4A3A2A1

E0 E1 E2 E3

Figure 1.6: On the left we see a part of the extended Newton polyhedron, which corresponds to
a horizontal long edge on the right. The long edge EP ((1, 0)) consists of the edges E0, E1, E2, E3,
l = 2, and I(P ) = {A1, A2, A3, A4}. The edges L(d(Ei)) of Ã are depicted as thick black horizontal
intervals, while a section of the extended Newton polyhedron by a horizontal plane is marked in gray,
as well as its projection onto the xy-plane. The projection of Ã onto the xz-plane is also depicted;
the projection of the section is dashed. Note that we added a fictive edge E4, and d(E4) is the
rightmost vertex of d(A4).

Proof. This follows from Proposition 1.2.8. Refer to Figure 1.6.

The edge E` is horizontal and passes through (0, 0). That implies the following lemma. Never-
theless, we give more details to illustrate the notation.

Lemma 1.9.5. The direction of the edge L(d(E`)) is (0, 1, 0) and L(d(E`)) is higher than all other
points of Ã.

Proof. Refer to Figure 1.2. The top end (xl, y
l) ∈ A of d(El) represents the tropical monomial

M1 = val(axlyl) + xlX + ylY of Trop(F ); M1 dominates other monomials in the region above the
edge El. The bottom end (xl, yl) ∈ A of d(El) represents the monomial M2 = val(axlyl) +xlX + ylY
which dominates other monomials in the region below the edge El. Therefore M1 and M2 are equal
on the edge El, in particular at the point (0, 0); therefore val(axlyl) = val(axlyl), hence L(d(E)) is
horizontal. Furthermore, max(i,j)∈A(val(aij) + iX + jY ) = val(axlyl) = val(axlyl) at the point (0, 0).

If for some i, j we have val(aij) = val(axlyl), then i = xl, otherwise P = (0, 0) is a vertex of H.
It follows from the maximality of val(axlyl) + xlX + ylY in the region above El that j ≤ yl; then
yl ≤ j by symmetric reasoning.

Refer to Figure 1.6: the height of each bold edge d(Ek) on the left side of the picture is greater
than the heights val(aij) of the points (i, j, val(aij)) such that (i, j) lies to the left of Ek. In other
words, the projections of the bolded edges on the xz-plane lie on the boundary of the xz-projection
of Ã.
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Lemma 1.9.6. Consider an edge Eq with q < l. For each (i, j) ∈ A with the property 1) i < xq or
2) i = xq, j < yq, or 3) i = xq, j > yq, the number val(aij) is less than val(axqyq) = val(axqyq). The
symmetric statement holds for q > l.

Proof. Refer to Figure 1.6. Each two consecutive edges d(Ei), d(Ei+1) bound the face d(Ai+1),
therefore the edges L(d(Ei)), L(d(Ei+1)) (bolded in Figure 1.6) also bound a face of the polyhedron
Ã. The edges d(Ei) are all parallel to d(El), therefore all the edges L(d(Ei)) are parallel to each
other as well. Provided Ã is a convex polytope, all the points (i, j, val(aij)) lie under each plane
passing through a face of Ã. The part with q > l can be proven by a word-by-word repetition of the
above arguments.

Definition 1.9.7. Define vq := val(axqyq) = val(axqyq), the height of the edge L(d(Eq)).

Lemma 1.9.6 implies that v0 < v1 < · · · < v` > vl+1 > · · · > vn.
Let us project the boundary of Ã to the xz-plane. Each edge L(d(Ei)) is projected to the point

(xi, vi) (Figure 1.6(A) and Figure 1.7(B) show examples of the result of such a projection).

Definition 1.9.8. Let g(x) equal max{z|(x, y, z) ∈ Ã}.

The xz-projection of the face of Ã stretched on the edges L(d(Ei)), L(d(Ei+1)) coincides with the
graph of g on the interval [xi, xi+1], i.e., with the interval (xi, vi), (xi+1, vi+1) (compare Figures 1.6
and 1.7).

For x′ ∈ [x0, xn] let ĝ(x′) be the length of the interval excised from the line z = g(x′) by the
graph of g (see Figure 1.7, and the definition before Lemma 1.5.1).

Remark 1.9.9. If P is a vertex of H, then we can repeat all the above steps for each long edge
through P .

1.9.2 The proof of Lemma 1.6.8

In Example 1.2.10, G can be written as

t−3 · x(y − 1)3 + t−2 · x(x− 1)(y − 1)2 + t−1 · (x− 1)2(y − 1) + t2 · (x− 1)3.

Therefore, in that example the extended Newton polyhedron is made of layers ofm-thick sets, namely
supp(x(y − 1)3), supp(x(x− 1)(y − 1)2), supp((x− 1)2(y − 1)), supp((x− 1)3).

Let H = Trop(C) and µ(1,1)(C) ≥ m. We will prove that the horizontal sections of Ã passing
through the edges L(d(Ei)), i = 0, . . . , n are m-thick. Then we extend this result to all the horizontal
sections by Proposition 1.5.3.

Proposition 1.9.10. If P is not a vertex of H, then the edge d(El) (see Section 1.9.1 for the
notation) has the lattice length at least m.

Proof. Let µ′ = max{µ ∈ R|Aµ 6= ∅}. Clearly, d(El) = ConvHull(Aµ′). By them-thickness Lemma,
d(El) is m-thick, which finishes the proof.

Remark 1.9.11. If P is a vertex of Trop(C), then the same reasoning shows that Ãµ′ = d(P ) is
m-thick. Furthermore, Ãµ (Def. 1.6.6) always contains Aµ′ for each µ < µ′.
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z = g(b)

ĝ(b)
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ĝ(a)
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Figure 1.7: Projections of Ã to the xy-plane (A) and to the xz-plane (B) are depicted. The number
xi is the x-coordinate of the edge d(Ei) in (A). In this example, the long edge EP ((1, 0)) is finite
from the left side (therefore m0 = 0) and infinite from the right side (therefore mn = m6 > 0). By
definition g(xi) = vi in (B). Also, ĝ(a) and ĝ(b) are presented in (B), and ĝ(x3) = 0, l = 3. The key
observation is that ĝ(xi) +mi ≥ m (Lemma 1.9.12). Furthermore, ĝ is concave on [xi, xi+1] for each
i; see Proposition 1.5.3 for details.

By the m-thickness Lemma, for each i = 0, . . . , n, the set Avi is m-thick. The following Lemma
estimates the length of d(Ei) via the width ĝ(xi) of the horizontal section through L(d(Ei)).

Lemma 1.9.12. For each i = 0, 1, . . . , n, the length mi of the edge d(Ei) is at least m− ĝ(xi).

Proof. We draw the horizontal section {z = vi} through the bold edge L(d(Ei)); refer to Figure 1.6
where i = l − 1. Consider the line z = g(xi) in the xz-plane. Suppose that the projection of the
interval, excised on this line by the graph of g, onto the x-axis is [xi, x

′
i], x

′
i > xi. In fact, the length

ĝ(xi) of the dashed line in Figure 1.6 satisfies ĝ(xi) = x′i − xi = ω(1,0)(Ã ∩ {z = vi}) = ω(1,0)(Ãvi).
The set Avi is inside the strip {(x, y)| xi ≤ x ≤ x′i}, and Avi is m-thick by the m-thickness Lemma.
Since ConvHull(Avi) ∩ {x = xi} is d(Ei), this lemma follows from the definition of m-thickness.

Remark 1.9.13. In fact, Avi is contained in the xy-projection of {z = vi} ∩ Ã, but does not
necessarily coincide with it.

Consider the following piecewise linear function f on the interval [x0, xn]: let f(xi) = mi for
i = 0, . . . , n, then extend f to be linear on each interval [xi, xi+1].

Proposition 1.9.14. The length of the left vertical side of ConvHull(Ãg(x)), x ≤ xl is at least f(x).

Proof. It follows from the fact that the face of Ã stretched on L(d(Ei)), L(d(Ei+1)) contains the
trapezoid stretched on L(d(Ei)), L(d(Ei+1)), and f calculates the lengths of its intersection with
horizontal sections.

Lemma 1.9.15. The inequality f(x) + ĝ(x) ≥ m holds on the interval [x0, xn].
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Proof. For each i = 0, . . . , n the inequality f(xi) + ĝ(xi) ≥ m is satisfied by Lemma 1.9.12. Consider
an interval [xi, xi+1]. Since f is linear and ĝ is concave on [xi, xi+1] (Proposition 1.5.3), we have
f(x) + ĝ(x) ≥ m for each x ∈ [x1, xi+1].

Proof of Lemma 1.6.8. Suppose that P is not a vertex of Trop(C) and P belongs to a horizontal
edge of Trop(C). It follows from Remark 1.9.11 that it is enough to check the m-thickness of Ãµ
only in the direction (1, 0). The latter follows from Lemma 1.9.15 and Proposition 1.9.14. If P is a
vertex of Trop(C), then, again, Remark 1.9.11 implies that we need to check the m-thickness of Ãµ
only in the directions of the edges through P . For each edge through P , we use Propositions 1.2.22,
1.2.23 for making this edge horizontal. Then we repeat the above arguments.

1.9.3 Proof of the Exertion theorem for edges

The second part of the Exertion Theorem for edges is proved in Proposition 1.9.10.

Lemma 1.9.16 (cf. Lemma 1.7.7). Refer to Figure 1.7(A) for the notation. If H is admissible
(Def. 1.6.10) and µtrop

P (H) ≥ m, then xn − x0 ≥ m.

Proof. Let us suppose that xn−x0 < m. If m0,mn > 0, then ω(1,0)(A) = xn−x0 < m, and the curve
H is not admissible. If m0 = 0 and mn > 0, then ω(1,0)(Av0) < m and Av0 does not have two vertical
sides, which contradicts the fact that Av0 is m-thick (Proposition 1.2.27). If both m0 = mn = 0,
then we apply the above argument for Amax(v0,vn).

Proposition 1.9.17. If a point P is of multiplicity at least m in the intermediate sense, then P is
of multiplicity at least m in the intrinsic sense (Def. 1.7.4).

Proof. Indeed, let us take a generalized tropical line L. We will verify Def. 1.7.4. If P is the vertex
of L or Star(P ) does not contain the vertex of L, then the fact that Ãµ′ is m-thick (Remark 1.9.11)
implies that L ·P H ≥ m. If the vertex V of L belongs to a long edge through P , then we use the
notation in Section 1.9.1. We may assume that L has a horizontal edge passing through P . Let
V belongs to Ek. Draw the horizontal section through L(d(Ek)). A direct calculation and Lemma
1.9.12 show that m-thickness of Ãvk implies that L ·P H ≥ m.

It follows from Lemma 1.9.16 that

Proposition 1.9.18. There are points b, c ∈ [x0, xn] such that c − b = m and one of the following
statements hold

• g(b) = g(c),

• g(b) ≤ g(c), c = xn,

• g(b) ≥ g(c), b = x0.

The points b, c are chosen in such a way that ĝ[b,c](x) = (ĝ[x0,xn])|[b,c](x) for x ∈ [b, c]. By h|[b,c]
we mean the restriction of h to [b, c]. The definition of f(x) is given before Lemma 1.9.15.
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Proof of Theorem 1.6.11. We complete the proof, applying Lemma 1.5.1 on the interval [b, c] of
length m:

area(Infl(P )) ≥
∫ xn
x0

f(x)dx ≥
∫ c
b f(x)dx ≥

∫ c
b (m− ĝ(x))dx ≥ m(c− b)− (c−b)2

2 = m2

2 .

Proposition 1.9.19 (cf. Lemma 3.3.19). If EP ((1, 0)) coincides with the interval [A1, An] and
xn − x0 = m, then only one point P ∈ [A1, An] can be a point of multiplicity m in the intermediate
sense.

Proof. Indeed, using the m-thickness property of Amax(v0,vn), we conclude that v0 = vn (cf. Lemma
1.9.16). This is equivalent to the fact that val(ax0y0) = val(axnyn), where (x0, y0) is the leftmost
vertex of d(A1) and (xn, yn) is the rightmost vertex of d(An); see Figure 1.7. All this notation
(Section 1.9.1) was developed for the case P = (0, 0). Then, using Proposition 1.2.23, we see that
the choice of another point P ′ ∈ [A1, An] and a subsequent change of the coordinates in order to
make P ′ = (0, 0) will destroy the equality v0 = vn.

We can prove in Example 1.2.10, that if P is of multiplicity 3 in the extrinsic sense, then P must
divide the edge in the ratio 1 : 2. Also, in the hypothesis of the above proposition, it is possible to
determine the position of the singular point via tropical modifications, see Section 3.4.4.

1.9.4 Proof of the Exertion theorem for vertices

Now we are in the hypothesis of the Exertion Theorem for vertices, i.e. µtrop
P (H) ≥ m, P is a vertex

of H, and the Newton polygon ∆ of H has minimal lattice width at least m. For each direction
u ∈ P (Z2) such that the face d(P ) has at most one side perpendicular to u, the width ωu(d(P )) is
at least m. This follows from Lemma 1.2.28, since d(P ) is m-thick.

Suppose that the point P belongs to an edge E ⊂ H of direction u. If ωu(d(P )) < m, then
the face d(P ) has two sides of lattice length at least defu(d(P )) (Def. 1.8.1), and these sides are
perpendicular to the vector u; see Figure 1.8.

a

≥ m− a

≥ m− ad(P )L

M

N

K

Figure 1.8: An example of the dual picture to a horizontal long edge through P , if P is a vertex of
H. We have ω(1,0)(d(P )) = a and µtrop

P (H) ≥ m, therefore the lengths of LM and NK are at least
m − a. The set

⋃
d(Q) for Q ∈ I(1,0)(P ), Q 6= P is colored. Lemma 1.9.20 states that the sum of

the areas of the colored faces is at least 1
2(m− a)2.
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Lemma 1.9.20. If µtrop
P (H) ≥ m, P is a vertex of H, and u ∈ P (Z2), then∑

V ∈IP (u),V 6=P

area(d(V )) ≥ 1

2
defu(d(P ))2. (1.10)

Proof. Applying a change of coordinates (Proposition 1.2.22), we may assume that u = (1, 0). Let
ωu(d(P )) = a. The faces of the subdivision contributing to (1.10) are colored in Figure 1.8. Now we
consider the set {(i, j) ∈ Z2} where val(aij) is maximal. It contains the vertices of d(P ) and maybe
some integer points inside d(P ). As in the proof of the Exertion Theorem for edges, we consider
the sets Aµ for different µ, and repeat all the other steps. In the final step of the proof, instead of
the integral

∫ c
b (m− ĝ)dx we consider the integral

∫ xi
b (m− ĝ) +

∫ c
xi+1

(m− ĝ) where xi, xi+1 are the
x-coordinates of the vertical sides of d(P ). Finally,∑

Q∈Iu(P ),Q 6=P

area(d(Q)) ≥
∫ xi

b
(m− ĝ)dx+

∫ c

xi+1

(m− ĝ)dx

= m(xi − b) +m(c− xi+1)−
∫ xi

b
ĝdx−

∫ c

xi

ĝdx

= m(m− a)−
(

1

2
(c− b)2 − 1

2
(xi+1 − xi)2

)
=

1

2
(m− a)2 =

1

2
defu(d(P ))2,

by Corollary 1.5.2.

Proof of Theorem 1.6.12. Indeed, it follows from Lemma 1.9.20 that

area∗(Infl(P )) =
∑

u∈P (Z2),
V ∈Iu(P ),V 6=P

area(d(V )) + area(d(P )) ≥ area(d(P )) +
1

2

∑
u∈P (Z2)

defu(d(P ))2,

and the latter expression is at least 3
8m

2 by Lemma 1.8.2.
Similarly, by Lemma 1.8.3 we get

area(Infl(P )) ≥ 2 · area(d(P )) +
1

2

∑
u∈P (Z2)

defu(d(P ))2 ≥ 1

2
m2.

1.10 Discussion

“The forceps of our minds are clumsy forceps,
and crush the truth a little in taking hold of it.”

H. G. Wells
In this section we show that a point of multiplicity m can impose fewer than m(m+1)

2 linearly inde-
pendent conditions on the coefficients of the equation of a curve. Also, we summarize what is known
about tropical points of multiplicity m.
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1.10.1 Tropical points of multiplicity m

The aim of the present work was to improve the understanding of the combinatorics of tropical
singular points.

For a tropical curveH, if a point P is of multiplicity at leastm in theK-extrinsic sense (Def. 1.1.2),
then P is of multiplicity at least m in the intermediate sense (Def. 1.6.7); see Lemma 1.6.8.

Question 7. Is it true that for each m-thick (Def. 1.2.26) set B ⊂ Z2, there exists a polynomial
G ∈ Q[x, y] defining the curve C ′ such that µ(1,1)(C

′) ≥ m and ConvHull(supp(G)) = ConvHull(B)?

As it is shown in Example 1.4.2, the answer is “no”.
We say that a tropical curve H can be lifted over a field K if there exists a curve C ′ over K

such that Trop(C ′) = H. Let a point P ∈ H be of multiplicity m in the K-extrinsic sense for some
valuation field K. Suppose that H can be lifted over another field K′ of the same characteristic.

Question 8. Is it true that the point P is of multiplicity m in the K′-extrinsic sense? As far as the
author knows, this is an open problem (though it should be not very difficult).

For a tropical curve H, if a point P ∈ H is of multiplicity at least m in the intermediate sense,
then P is of multiplicity at least m in the intrinsic sense (Def. 1.7.4); see Proposition 1.9.17.

Note that the method in Proposition 1.4.3, which allows us to verify the definition in the extrinsic
sense, requires information about all the valuations of the coefficients of the equation of the tropical
curveH. Therefore, we have to know even those coefficients which can be perturbed without changing
H. Hence, given only a tropical curve H, the verification of Def. 1.1.2 is not straightforward.

On the other hand, it is enough to know only the dual subdivision of the Newton polygon for H
in order to verify the definition in the intrinsic sense (Def. 1.7.4). The multiplicity in the intrinsic
sense of a point P ∈ H remains the same if we change the lengths of the edges of H. Quite the
contrary, for Def. 1.6.7 of multiplicity in the intermediate sense, the lengths of the edges of H are
important because we operate with the extended Newton polyhedron Ã; see also Remark 1.2.12.

So, if a point P is a point of multiplicity m in the extrinsic sense, then P satisfies some necessary
conditions, for example, estimates in the Exertion Theorems hold and can be easily verified. Never-
theless an ambiguity remains: it is possible that a lot of the points on an edge E are of multiplicity m
in the extrinsic sense, but we cannot realize them as tropicalizations of m-fold points simultaneously;
see examples in [106, 107]. See also Proposition 1.9.19 and Lemma 3.3.19 for the case where we can
prove that the position of P is unique. See also Section 3.4.4 for an example of an application of
tropical modifications to m-fold points.

40



Chapter 2

Tropical approach to Nagata’s conjecture
in positive characteristic

Suppose that there exists a hypersurface with the Newton polytope ∆, which passes through a given
set of subvarieties. Tropical geometry provides a tool for visualizing the subsets of ∆, “influenced”
by these subvarieties. We prove that a weighted sum of the volumes of these subsets estimates the
volume of ∆ from below.

As a particular application of this method we consider a planar algebraic curve C which passes
through generic points p1, . . . , pn with prescribed multiplicities m1, . . . ,mn. Suppose that the min-
imal lattice width ω(∆) of the Newton polygon ∆ of C is at least max(mi). Using tropical floor
diagrams (i.e. degeneration of p1, . . . , pn on a line) we prove that

area(∆) ≥ 1

2

n∑
i=1

m2
i −

1

2
max(

n∑
i=1

s2
i |si ≤ mi,

n∑
i=1

si ≤ ω(∆)).

In the case m1 = m2 = · · · = m ≤ ω(∆) this estimate becomes area(∆) ≥ 1
2(n − ω(∆)

m − 1)m2.
That gives d ≥ (

√
n− 1

2 −
1√
n

)m for the curves of degree d, if n ≥ 4.
Note that, instead of usual approach, we consider an arbitrary toric surface (because of arbitrary

∆) and our ground field is an infinite field of any characteristic, or a finite field large enough. The
reason is the latter constraint is that it is not a priori clear what is a collection of generic points
in the case of a finite field. We construct such collections for fields big enough, what may be also
interesting for code theory.

2.1 Main Theorem and a discussion around Nagata’s conjecture

It is simple to find a polynomial in one variable with prescribed values at given points. A bit more
involved is to find a polynomial in many variables with prescribed values at given points or to find a
polynomial in one variable with prescribed higher derivatives at given points. Each of the conditions
appeared above imposes one linear constraint on the polynomial’s coefficients. Therefore the only
difficulty is to prove the linear independence of these constraints.
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One can generalize this question: given natural numbers m1,m2, . . . ,mn and a set of varieties
X1, X2, . . . , Xn ⊂ Fk (where F is an infinite field of any characteristic), we are wondering if there
exists a hypersurface Y ⊂ Fk (with a given Newton polytope ∆) which passes through each of Xi

with multiplicity mi ∈ N respectively. That is not just arbitrary chosen problem: once discussed
smooth varieties we inevitably fall into the realm of singular varieties, where a rather important
problems is to find explicit examples. A particular way to pick a variety is to prescribe it by the
above incidence relations.

This paper promotes the tropical point of view on singularity theory. We define the subsets
Infl(Xi) of ∆, “influenced” by each of Xi. These subsets can overlap, but no more than k at once
(Corollary 2.2.18). Consider the case k = dimY + 1 = 2, i.e. Y is an algebraic curve and each of Xi

is a point.

Definition 2.1.1. The lattice width ωu(∆) of a polygon ∆ ⊂ Z2 in a direction u ∈ P (Z2) is
max
x,y,∈∆

(u1, u2) · (x− y), where (u1, u2) ∈ Z2 is any representative (Definition 1.2.24) of the direction
u.

Definition 2.1.2. The minimal lattice width ω(∆) of a polygon ∆ ⊂ Z2 is min
u∈P (Z2)

ωu(∆).

Definition 2.1.3. For a set of positive integer numbers m1,m2, . . . ,mn we define

S(m1, . . . ,mn, k) =
1

2
max(

n∑
i=1

s2
i ) (2.1)

where we maximize by all sets of numbers {si}ni=1 with 0 ≤ si ≤ mi,
∑n

i=1 si ≤ k.

Example 2.1.4. If m1 = m2 = · · · = mn = m, k = [
√
n]m, then S(m1, . . . ,mn, k) = 1

2 [
√
n]m2.

Theorem 2.1.5. Let F be an infinite field or a field big enough (see Lemma 2.3.9). If ω(∆) ≥
max(mi) and for each set of points p1, p2, . . . , pn ∈ F2 there is an algebraic curve C ⊂ F2 with the
Newton polygon ∆, passing through p1, p2, . . . , pn with multiplicities m1,m2, . . . ,mn correspond-
ingly, then

area(∆) ≥ 1

2

n∑
i=1

m2
i − S(m1,m2, . . . ,mn, ω(∆)). (2.2)

Corollary 2.1.6. If m1 = m2 = · · · = mn = m,ω(∆) = [
√
n]m, then area(∆) ≥ 1

2(n− [
√
n])m2.

Let K be the field F{{t}} of Puiseux series. That means, F{{t}} = {
∑
α∈I

cαt
α|cα ∈ (F∗), I ⊂ Q},

where t is a formal variable and I is a well-ordered set (each its nonempty subset has a least element).
Define a valuation map val : K → T by the rule val(

∑
α∈I cαt

α) := −min{α|α ∈ I, cα 6= 0} and
val(0) := −∞. Different versions of Puiseux series are listed in [109, 146].

We will prove that the above theorem holds over the valuation field K. We use the nature
of a singular point’s influence on the Newton polygon of a curve (see Chapter 1 as an extension
version of [81]) and tropical floor diagrams [30, 31]. Tropical floor diagrams illustrate the process
of a degeneration of the points p1, . . . , pn on a line, in a sense it is a tropical version of the Horace
method [58]. The idea of the proof is the following. While degenerating p1, p2, . . . , pn onto a line,
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we see the following behavior (Figure 2.2) of the points on the tropical picture. Each point of the
multiplicity mi splits into two parts mi = si+ri, such that

∑n
i=1 si ≤ ω(∆). Furthermore, we choose

a part of Infl(pi) for each i = 1, . . . , n; these parts do not intersect and the area of such a part for a
point pi is at least 1

2(m2
i − s2

i ).
Then, using a substitution t→ a ∈ F,K→ F we prove the Detropicalization lemma. It says that

there is a constant N ∈ N such that if the cardinality of F is at least N (which is always the case if
F is infinite), then Theorem 2.1.5 holds for F. In small fields we can not find a sufficiently generic
collection of points. The constant N , then, depends on max(mi),∆ and char(F). This reasoning
could be of a particular interest to code theory, see Section 2.5.

Corollary 2.1.7. Suppose that m1 = m2 = · · · = mn = m ≤ ω(∆). Therefore, under the conditions
of Theorem 2.1.5 we have area(∆) ≥ 1

2(n− ω(∆)
m − 1)m2.

Proof. Seeking for the minimum of
∑n

i=1(m2 − s2
i ) under conditions

∑
si = ω(∆), si ≤ m we see

that the minimum is attained when

si = m, if 1 ≤ i ≤ k, and 0 ≤ sk+1 < m, and s>k+1 = 0.

In our case, write ω(∆) = mk+k′, 0 ≤ k′ < m. Then,
∑n

i=1(m2
i −s2

i ) ≥ (n−k−1)m2 +(m−k′)2.
Therefore,

area(∆) ≥ 1

2
((n− k − 1)m2 + (m− k′)2) ≥ 1

2
(n− ω(∆)/m− 1)m2.

2.1.1 Nagata’s conjecture

Let us fix a field F. For a point p = (p1, p2) ∈ F2 we denote by Ip the ideal of the point p, namely
Ip = 〈x− p1, y − p2〉.

Definition 2.1.8. Consider an algebraic curve C given by an equation F (x, y) = 0, F ∈ F[x, y]. We
say that p is of multiplicity at least m for C (and write µp(C) ≥ m), if F ∈ (Ip)

m in the local ring
of p.

In the most non-degenerate case p being a point of multiplicity m on C means that there are at
least m branches of C passing through p. For the fields of zero characteristic, the fact F ∈ (Ip)

m is
equivalent to the fact that all the partial derivatives of F up to order m− 1 vanish at p.

Example 2.1.9. Consider a planar algebraic curve C of degree d given by an equation F (x, y) = 0,
where

F (x, y) =
∑

i,j≥0,i+j≤d
aijx

iyj

The point p = (0, 0) is of multiplicity m for C if and only if for all i, j ≥ 0 with i+ j < m we have
aij = 0. As a consequence, for each point p ∈ F2 the condition “p is a point of multiplicity at least
m for C” can be rewritten as a system of m(m+1)

2 linear equations in the coefficients {aij} of F .
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Let p1, . . . , pn be a collection of n > 9 points in F2 and m1, . . . ,mn ∈ N. We are looking for
the minimal degree dmin of an algebraic curve passing through p1, . . . , pn with multiplicities at least
m1, . . . ,mn respectively.

One can naively calculate the expected dimension edim(d,m1, . . . ,mn) of the space S of the
curves of degree d satisfying the hypothesis above: each singular point freezes m(m+1)

2 degrees of
freedom, i.e. imposes m(m+1)

2 constraints on the coefficients of the curve equation. Therefore,

edim(d,m1, . . . ,mn) = max

(
−1,

d(d+ 3)

2
−

n∑
i=1

mi(mi + 1)

2

)
.

The actual dimension of S is always at least the expected one, because all the constraints are
linear. However, sometimes even for a generic choice of the set of points p1, p2, . . . , pn the actual
dimension is strictly greater than the expected.

Example 2.1.10. Let us consider two points p1, p2. The minimal degree of a curve passing through
p1, p2 with multiplicities m1,m2 is m1, if m1 ≥ m2: it is the line passing through p1 and p2 taken
with multiplicity m1. So the inequality dmin ≥ m1+m2√

2
in the Nagata’s conjecture is not satisfied as

long as m2 > m1(
√

2 − 1). We see a similar situation for five points: one can draw a non-reduced
conic through them.

As a reasonable estimate for dmin, Nagata’s conjecture claims:

Conjecture 1. If d ≤

n∑
i=1

mi
√
n

and points p1, . . . , pn, n > 9 are chosen generically then dimS = −1.

In other words, dmin >

n∑
i=1

mi
√
n

.

The case n = l2 had been proven by Nagata himself [124]. Now, even the case n = 10 and
m1 = m2 = · · · = m10 = m is under exhaustive study ([45]), but has not yet been proven. The
similar questions in higher dimensions are widely open (cf. [21],[55]). The pictures appeared in our
approach are somewhat similar to those in [132], though the relation is not direct.

Historically Nagata’s conjecture appeared as a tool (with n = 16) to disprove Hilbert 14th
problem. There also exists Segre-Harbourne-Hirschowitz conjecture which basically says that if the
expected dimension edim of S is not equal to the actual one, then the linear system S contains a
rational curve in its base locus. The reader is kindly referred to look into surveys [43, 44, 74, 121]
for an introduction to Nagata’s conjecture and related topics.

In view of Theorem 2.1.5 the following three results should be mentioned:
Theorem ([166], Xu). If C is a reduced and irreducible curve passing through generically chosen

points p1, p2, . . . , pn ∈ CP 2 with multiplicities m1,m2, . . . ,mn respectively, then the estimate d2 ≥∑
i=1..nm

2
i −min(mi) holds.

Unlike Xu’s theorem, in Theorem 2.1.5 we consider curves with arbitrary Newton polygons,
defined over fields of any characteristic. Furthermore, our curves are allowed to be reducible and
non-reduced.

Theorem ([3], Alexander, Hirschowitz). The dimension of the space of degree d > 2 hypersurfaces
in CP k(k ≥ 3), passing through generic points p1, p2, . . . , pn with multiplicities m1 = · · · = mn = 2,
is the expected one except the cases (k, d, n) = (2, 4, 5), (3, 4, 9), (4, 4, 14), (4, 3, 7).
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Using the methods of this Chapter and classification in [107], we can prove (Remark 2.3.7) that
the volume V of the Newton polytope of a surface in CP 3 with n two-fold points in general position
satisfies n ≤ 2V . Using the above theorem we can obtain a better estimate. Indeed, for the case of
hypersurfaces of degree d in CP 3 the above theorem gives 4n ≤ (d+1)(d+2)(d+3)/6, i.e. n ∼ V/4.

Theorem ([4], Alexander, Hirschowitz). For each field F, the dimension of degree d hypersurfaces
in FP k passing through generic points p1, p2, . . . , pn with multiplicities m1,m2, . . . ,mn is the expected
one if d� maxmi.

We expect that our approach can be extended to the cases k ≥ 3 and mi > 2. Such an extension
would lead to explicit degree estimates.

2.2 Preliminaries in tropical geometry

In this section we recall some definitions and set up the notation. We discuss the notion of a set of
points in Zk in tropical general position with respect to a polytope ∆. We use this construction in the
following sections. We refer the reader to [29],[102] for a general introduction to tropical geometry.

Let T denote Q ∪ {−∞}, and K be a field with a valuation map val : K → T. We use the
convention val(a+ b) ≤ val(a) + val(b), val(0) = −∞. Usually T is called tropical semi-ring.

Consider a hypersurface Y ⊂ Kk. Let Y be given by an equation

F (x1, x2, . . . , xk) = 0,

F =
∑
I∈A

cIx
I , I = (i1, i2, . . . , ik), cI 6= 0.

In such case ∆ = ConvexHull(A) is called the Newton polytope of Y .
The Newton polytope of F is provided with a subdivision dependent on the coefficients of F .

Namely, consider the extended Newton polytope of Y ,

∆̃ = ConvexHull{(I, x) ∈ Zk × T|I ∈ A, x ≤ val(cI))}.

Projection of the faces of the extended Newton polytope ∆̃ onto the Newton polytope ∆ defines a
subdivision of ∆.

We give a definition of the tropicalization of Y , based on its equation F (x) =
∑

I∈A cIx
I . For

a weight ω = (w1, w2, . . . , wk) ∈ Tk we consider the weight function ω(cxi11 x
i2
2 . . . x

ik
k ) := val(c) +

i1w1 + i2w2 + · · · + ikwk. Then we define initial part inω(F ) as the ω-maximal part of F . Now we
define Trop(Y ) to be the set of all weights ω such that inω(F ) is not a monomial.

We can describe the above subdivision of ∆: a point I ∈ ∆ is a vertex of the subdivision if there
exists such a weight ω ∈ Tk that inω(F ) = cIx

I . An interval I1I2 between two vertices I1, I2 ∈ ∆ is
an edge of the subdivision if there exists a weight ω such that inω(F ) =

∑
I∈J cIx

I where the convex
hull of J is the interval I1I2, etc.

Remark 2.2.1. In general, each cell of the subdivision of ∆ is of the type

∆ω = ConvexHull(support(inω(F )))

for some ω ∈ Tk.

45



Remark 2.2.2. If Y is a hypersurface, then Trop(Y ) ⊂ Tk is a polyhedral complex of codimension
one. For each cell ∆ω ⊂ ∆ we define d(∆ω) = {ω′ ∈ Tl|∆ω = ∆ω′}.

This map d provides the following correspondence: the vertices of the subdivision of ∆ correspond
to the connected components of the complement of Trop(Y ), the edges of the subdivision correspond
to the faces of Trop(Y ) of maximal codimension, 2-cells of the subdivision correspond to faces of
codimension 1 in Trop(Y ), etc.

Remark 2.2.3. If X ⊂ Kn is a variety of higher codimension, we define its tropicalization Trop(X)
as follows. Let I be the ideal of X. Let inω(I) be the ideal generated by the elements inω(f), f ∈ I.
Then, by definition, ω ∈ Trop(X) if and only if inω(I) is monomial free.

2.2.1 Influenced subsets in the Newton polytope

Let Y be a hypersurface in Kn with the Newton polytope ∆. In this subsection, for a given subvariety
X ⊂ Y , we define the set I(Trop(X)) of vertices of Trop(Y ) and the subset Infl(X) ⊂ ∆. These
definitions generalize the definitions given in Section 1.6.

Definition 2.2.4. We denote by P (Zk) the set of all directions in Zk. An affine hyperplane with a
normal direction u ∈ P (Zk) is a set {x ∈ Rk|u · x = c} with some c ∈ R. Cf. Definition 1.2.24.

Let Q be a subset of of Trop(Y ).

Definition 2.2.5. Let lQ(u) be the affine hyperplane in Rk with normal direction u, containing
the set Q, if exists, and lQ(u) = ∅, otherwise. Let P (∆) ⊂ P (Zk) be the set of the directions of
the vectors {IJ |I, J ∈ ∆} between the lattice points in ∆. The connected component of Q in the
intersection Trop(Y ) ∩

⋃
u∈P (∆) lQ(u) is called the star Star∆(Q) of Q in Trop(Y ).

Example 2.2.6. Let Y ⊂ K2 be a curve. If Q is vertex of Trop(Y ), then Star∆(Q) is the connected
component of Q in the intersection of Trop(Y ) with the union of the lines spanned by the edges of
Trop(Y ) through Q. If Q ∈ Trop(Y ) is not a vertex of Trop(Y ), then Star∆(Q) is the connected
component of Q in the intersection of Trop(Y ) with the line spanned by the unique edge of Trop(Y )
through Q.

Definition 2.2.7. Let I(Q) be the set of the vertices of Trop(Y ) in Star∆(Q).

The star Star∆(Q) is naturally stratified on cells, we provide each point in Star∆(Q) with a
multiplicity corresponding to the codimension of its stratum.

Definition 2.2.8. Namely, for a point V ∈ Star∆(Q) the natural number multQ(V ) is the dimension
of the linear span of the directions u ∈ P (∆) such that the hyperplane through V with the normal
direction u contains Q.

Example 2.2.9. If ∆ ⊂ Z2 and Q is a point, then Star∆(Q) is a union of intervals emanating from
Q. In this case multQ(Q) = 2 and multQ(V ) = 1 for V ∈ Star∆(Q), V 6= Q.

Each tropical variety Trop(X) is naturally decomposed into vertices, edges, faces, etc, Trop(X) =⋃
Xp,q where p is the dimension of the cell Xp,q and q is its number. If X would be a hypersurface,

then each cell of Trop(X) would be an equivalence class of some ω ∈ Trop(X), with the equivalence
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relation ω ∼ ω′ iff ∆ω = ∆ω′ , see Remark 2.2.1. In general, this subdivision is incorporated into the
definition of a tropical variety.

Let X ⊂ Y , then Trop(X) ⊂ Trop(Y ).

Definition 2.2.10. Define I(Trop(X)) =
⋃
I(Xp,q). Also, define the star of the variety Trop(X)

as
Star∆(Trop(X)) =

⋃
Star∆(Xp,q).

Definition 2.2.11. For a vertex V ∈ I(Trop(X)) we define its multiplicity multTrop(X)(V ) as
max
Xp,q

multXp,q(V ), i.e. we take the maximum of the multiplicities of V with respect to the cells in

the natural cell decomposition of Trop(X).

The distinguished domain in ∆, corresponding to X, is

Infl(X) =
⋃

V ∈I(Trop(X))

d(V ),

where d(V ) is the cell (of the maximal dimension) of ∆, dual to the vertex V of Trop(Y ).

Definition 2.2.12. By Volume(Infl(Trop(X))) we denote the sum of volumes (with multiplicities,
see Definition 2.2.11) of the cells in the subdivision of ∆, dual to the vertices in I(Trop(X)), i.e.

Volume(Infl(Trop(X))) =
∑

V ∈I(Trop(X))

multTrop(X)(V ) ·Volume(d(V )).

Example 2.2.13. Consider the two dimensional case, X = (x1, x2) ∈ K2 is a point such that
Trop(X) = P = (val(x1), val(x2)) ∈ T2. If P is a vertex of Trop(Y ), then

area(Infl(P )) = 2 · area(d(P )) +
∑

V ∈I(P ),
V 6=P

1 · area(d(V )),

cf. with the definition of area(Infl(P )) in Section 1.6.

Question 9. The dual object for a hypersurface is its Newton polytope. The dual objects for
the varieties of higher codimension are so-called generalized Newton polytopes or valuations in the
McMullen polytope algebra [28, 153]. In fact, Infl for a variety Y of any codimension can be defined
in a similar way, but it is not clear what is the right substitute for Volume(Infl(P )) in this case.

2.2.2 General position of points with respect to the Newton polygon

Definition 2.2.14. A collection of tropical subvarieties Z1, Z2, . . . , Zn ∈ Tk is in general position
with respect to a polytope ∆ if for each collection of indices i1 < i2 < · · · < ik+1 the intersection
Star∆(Zi1) ∩ Star∆(Zi2) ∩ · · · ∩ Star∆(Zik+1

) is empty.

Let Tv be the translation Tk → Tk by the vector v.
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Proposition 2.2.15. For a polytope ∆ and given set Z1, Z2, . . . , Zn ∈ Tk of tropical varieties there
exists a set of vectors v1, v2, . . . , vn ∈ Zk such that the tropical varieties Tvi(Zi) are in general position
with ∆.

Proof. Indeed, each star Star∆(Zi) consists of a finite union of hyperplanes. Therefore, we can
choose a vector v1 = 0 and v2 ∈ Zk such that the intersection of each two hyperplanes L1, L2 from
the collections Star∆(Z1) and Star∆(Tv2(Z2)) respectively is a linear subspace of dimension at most
k − 2. Then we choose a vector v3 ∈ Zk such that the intersection of each pair of hyperplanes from
different collections Star∆(Tvi(Zi)), i = 1, 2, 3 is of dimension at most k − 2 and the intersection of
a triple of hyperplanes from different collections is of dimension at most k − 3, etc.

Corollary 2.2.16. There exists a constant N depending on ∆, n, k and the total number of cells in
the natural subdivisions of Z1, Z2, . . . , Zn such that the vectors v1, . . . , vn can be chosen in such a
way that |vi| ≤ N for each i.

Corollary 2.2.17. For each n, k ∈ N,∆ there exists a set of points P1, P2 . . . , Pn ∈ Zk ⊂ Tk in
general position with respect to ∆.

Proof. We start from P1 = P2 = · · · = Pn = 0 ∈ Zn. Then we use the fact that Zk is not coverable
by a finite number of linear spaces of dimension k − 1 and proceed as in Proposition 2.2.15.

Corollary 2.2.18. For a collection of tropical varieties Z1, Z2, . . . , Zn ∈ Tk in general position with
respect to ∆, the sum

∑n
i=1 Volume(Infl(Zi)) is at most k ·Volume(∆).

Proof. This follows from the definitions of a general position (Definition 2.2.14) and multiplicities in
the volume of Infl (Definition 2.2.12).

2.3 An estimate of a singular points’ influence of the Newton poly-
gon of a curve

Let C be a curve over K with the Newton polygon ∆ such that ω(∆) ≥ m.

Theorem 2.3.1 (Section 1.6). Suppose that a point p = (p1, p2) ∈ (K∗)2 is of multiplicity m for
this curve C, P = (val(p1), val(p2)). Then,

area(Infl(P )) ≥ m2

2
. (2.3)

Example 2.3.2. Consider a curve C given by the equation (x− 1)k(y− 1)m−k = 0, take p = (1, 1).
Clearly, µp(C) = m, but the Newton polygon ∆ of C violates the condition ω(∆) ≥ m, and the
inequality area(Infl(val(p))) = 2k(m− k)) ≥ m2

2 does not hold except the case k = m/2.

Consider now a curve C passing through p1, p2, . . . , pn ∈ K2, n ≥ 2 with multiplicitiesm1,m2, . . . ,mn

respectively. Suppose that the Newton polygon ∆ of C has the minimal lattice width ω(∆) at least
max(mi).
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Lemma 2.3.3. If the points val(pi) ∈ Z2, i = 1, . . . , n are in general position with respect to ∆ (see
Lemma 2.2.15 and its corollaries), then the area of ∆ satisfies the inequality

area(∆) ≥ 1

4

n∑
i=1

m2
i . (2.4)

Proof. Theorem 2.3.1 and Corollary 2.2.18 imply that
n∑
i=1

m2
i

2
≤
∑

area(Infl(Pi)) ≤ 2 · area(∆).

Corollary 2.3.4. Consider curves of degree d, in lieu of fixing the Newton polygon. Then, we have
d2 ≥ 1

2

∑n
i=1m

2
i if d ≥ max(mi).

Proof. Indeed, consider any curve under the above hypothesis. The equation of a curve of degree d
may contain some monomials with zero coefficients. So, if the minimal lattice width of the actual
Newton polygon of C is at least max(mi), then we are done. If it is not the case, we apply the
following lemma.

Lemma 2.3.5 (Lemma 1.2.28). If µ(1,1)(C) = m and ωu(A) = m− a for some a > 0, u ∼ (u1, u2),
then C contains a rational component parametrized as (su1 , su2).

If C has a rational component of this given type, then C is reducible, and we can perturb this
component, because it does not pass through others pi. After that this component is no longer of
the type (ask, bsl), and this perturbation does not change the degree of the curve.

Let P be a vertex of Trop(C) and the edge E through P is horizontal. Suppose that ω(1,0)(d(P )) =
a ≤ m, i.e. a is the length of the projection of d(P ) onto the x-axis.

Lemma 2.3.6 (Lemma 1.9.20). If µp(C) ≥ m, P = Val(p) is a vertex of Trop(C), and u = (1, 0),
then ∑

V ∈IP (u),V 6=P

area(d(V )) ≥ 1

2
(m− a)2. (2.5)

We use this lemma for the horizontal direction (1, 0) (in Lemma 1.9.20 and [81], the direction u is
any direction). In our case I(u) is the set of vertices of Trop(C), lying in the connected component
of P in the intersection of Trop(C) with the straight horizontal line through P , see Figure 2.1.

Remark 2.3.7. Using the classification of possible combinatorial neighborhoods of two-fold point
P in a tropical surface in T3 ([107]) we can prove that Volume(Infl(P )) ≥ 2 in such a case. With a
few work, that gives an estimate n ≤ d3

3 for the degree d of a surface with n 2-fold points, but the
theorem of Alexander and Hirschowitz provides a better estimate n ≤ (d+1)(d+2)(d+3)

24 .

Question 10. So, in order to beat the theorem of Alexander and Hirschowitz we need to prove that
Volume(Infl(P )) ≥ 16 if P is an m-fold point for some m. This seems to be highly unrealistic since
the combinatorics for m = 2 is already rather complicated. So, we need some new methods like in
Chapter 1, but for higher dimensional case.
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a

≥ m− a

≥ m− ad(P )L

M

N

K

Figure 2.1: Dual picture to a singular point P on an edge. Since ω(1,0)(d(P )) = a, the lengths of
LM and NK are at least m− a. The set

⋃
d(Q) for Q ∈ IP ((1, 0)), Q 6= P is colored. The sum of

the areas of the colored faces is at least 1
2(m− a)2.

Question 11. We expect that for a line L of multiplicity m inside a surface of degree d in CP 3 the
estimate Volume(Infl(Trop(L))) ≥ cm2d holds with some constant c. This would give an estimate
for the degree of a surface with multiple two-fold points and m-fold lines.

Question 12. We can study similar question for varieties of codimension two (see also [75] for other
questions about varieties of small codimensions). Consider a tropical (i.e. balanced) two-dimensional
fan L in R4. Suppose that the tropical stable intersection of L with each plane of rational slope is
at least m. Is it true that there exists a constant c such that L · L ≥ cm2 in this case? One of the
possible directions to attack this problem is via tropical Chow polytopes, see [61].

2.3.1 Detropicalization Lemma

An algebraic statement over an algebraically closed field sometimes implies the same statement
over all fields of the same characteristic. Tropical geometry may help in such a situation, see [160].
Another application of tropical geometry in number theory is [83]. This section describes a particular
application of this principle to our estimate.

We use the field K = F{{t}}. Note that each element a ∈ F defines a map νa : K→ F by means
of the substitution t = a. However, νa is not well-defined on the whole K, but we can compute it on
the elements of the type f(t)

g(t) where f, g ∈ F[t] and g(a) 6= 0.
Let us recall how to tropicalize the problem of curves’ counting. We would like to count plane

complex algebraic curves of given genus and degree, these curves are required to pass through a
number of generic points q1, q2, . . . , ql ∈ CP 2 (l is chosen in such a way that the number of curves
is expected to be finite). Since the points are generic we can force them to go to infinity with some
asymptotics, say qi = (txi , tyi). Then we consider the limits of the constructed curves Ct under the
function logt(|z|) : C2 → R2. This is more or less the same as if we considered a curve over C{{t}}
passing through (txi , tyi) ∈ C{{t}} and then have taken its non-Archimedean amoeba. Hence we
started from C, lifted to C{{t}}, and finally descended to T.

Detropicalization is the opposite process: firstly, we prove something in T, then lift the construc-
tion to F{{t}}, and finally return to F using νa.
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Here we establish the following lemma.

Lemma 2.3.8. Let m1,m2, . . . ,mn be non-negative integers. Let ∆ be a lattice polygon such that

area(∆) <
n∑
i=1

m2
i

4 . Then, if the set of points (xi, yi) ∈ T2 is in general position with respect to

∆ (Definition 2.2.14), then for each valuation field K and points p1, p2, . . . , pn ∈ (K∗)2 such that
Val(pi) = (xi, yi) there is no curve C over K with the Newton polygon ∆, with µpi(C) ≥ mi, i =
1, . . . , n.

Proof. Suppose that such a curve C exists. Then, consider Trop(C). We know that in this case

area(Infl((xi, yi))) ≥
m2
i

2

for i = 1, . . . , n and, therefore,
∑n

i=1 area(Infl(xi, yi)) ≥
n∑
i=1

m2
i

4 ≥ 2 ·area(∆). So, by Corollary 2.2.18

we arrived at a contradiction.

Lemma 2.3.9 (Detropicalization lemma). Let K = F{{t}}. Suppose that there is no curve C over
K with the Newton polygon ∆ such that

µ(t−xi ,t−yi )(C) ≥ mi.

Then, there exists a constant N depending on m1,m2, . . . ,mn,∆,maxxi,max yi with the following
property. If |F| ≥ N , then there exists a ∈ F such that there is no curve over F with the Newton
polygon ∆ and µ(a−xi ,a−yi )(C) ≥ mi for each i = 1, . . . , n.

Proof. Indeed, all the constraints imposed by the fact µp(C) ≥ m are linear equations in the coeffi-
cients of the equation of C. Therefore the only reason why there is no solution for this system over
Puiseux series and there is a solution over F is that some minor of the matrix of the equations turns
out to be 0 after substituting t = a. Thus, let us compute all needed minors before, they reveal to
be polynomials in t with degrees depending on our data. Therefore the only condition for a is that
a is not a root of some fixed polynomial of some bounded degree. Obviously, if |F| is big enough,
then there exists such an a.

Remark 2.3.10. In a similar way we can detropicalize in other situations, if the conditions imposed
on C reveal to be algebraic conditions on the coefficients of the equation of C.

2.4 Degeneration of tropical points to a line

In this section, using tropical floor diagrams (see [29, 31]), we construct a special collection of tropical
points which are in general position with respect to the Newton polygon ∆; this construction gives
another estimate for area(∆).

Consider a tropical curve H given by Trop(F ) = max(i,j)(ix+jy+val(aij)) where (i, j) runs over
lattice points in a fixed Newton polygon ∆. We may assume that the minimal lattice width ω(∆)
of ∆ is attained in the horizontal direction. Let ∆ is contained in the strip {(x, y)|0 ≤ y ≤ N}. Let
us choose points P1, P2, . . . , Pn on the line l = {(x, y)|y = 1

N+1x} which is almost horizontal, i.e. its
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slope 1
N+1 is less than any possible slope of non-horizontal edges of a curve with the given Newton

polygon ∆.

Proposition 2.4.1. Suppose that each of the points P1, P2, . . . , Pn is not a vertex ofH, and each Pi is
lying on a horizontal edge Ei ofH. In this case, for each 1 ≤ i < j ≤ n we have Infl(Pi)∩Infl(Pj) = ∅.

Proof. Indeed, in this case the vertices in I(Pi) are lying on the horizontal lines through Pi, and all
Pi have different y-coordinates.

Corollary 2.4.2. In the above case,
∑n

i=1 area(Infl(Pi)) ≤ area(∆).

In general, the situation is not much worse than in the hypothesis of the above proposition. The
line l is subdivided by intersections with H, each connected component of l \ H corresponds to a
monomial in Trop(F ), i.e. to a lattice point in ∆. Moving by l from left to right and marking
corresponding lattice points in ∆ we obtain a lattice path in ∆, which possesses the following
property: each edge in this path is either vertical or has positive projection on the horizontal line.

If Pi is not a vertex of Trop(C), and Pi belongs to an edge Ei of Trop(C), then denote by si
the length of the horizontal projection of d(Ei). If Pi is a vertex of Trop(C), then denote by si the
length of the horizontal projection of d(Pi).

Previous considerations shows that
n∑
i=1

si ≤ ω(∆).

•
P1

1
•
P2

2

•
P3

3 4 s2

Infl(P1)

Infl(P2)

Infl(P3)

1

2

3

4

•

•

•

•

Figure 2.2: The first(top) picture represents a part of a tropical curve through points P1, P2, P3 on an
almost horizontal line. The second picture is dual to the first picture, we see the regions of influence
of the points P1, P2, P3. The marked points 1, 2, 3, 4 represent the monomials which are maximal on
the parts of the dotted line on the left picture. The lattice path 1, 2, 3, 4 is non-decreasing by the
x-coordinate, therefore

∑n
i=1 si ≤ ω(1,0)(∆).
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Proposition 2.4.3. In the above notation,

1

2

n∑
i=1

(m2
i − s2

i ) ≤
n∑
i=1

 ∑
V ∈IPi ((0,1))

area(d(V ))

 ≤ area(∆).

Proof. The right inequality is trivial, because the sets IPi((1, 0)) do not intersect each other. The
left inequality follows from the estimate∑

V ∈IPi ((0,1))

area(d(Pi)) ≥
1

2
(m2

i − s2
i )

for each i = 1, . . . , n. Indeed, if Pi is not a vertex of H, then Pi belongs to an edge Ei.
If Ei is horizontal, then si = 0 and

∑
V ∈IPi ((0,1))

area(d(Pi)) ≥ 1
2m

2
i by Lemma 2.3.6. If Ei is not

horizontal, then si ≥ mi and the inequality becomes trivial. If Pi is a vertex of H, then the inequality
follows from Lemma 2.3.6, because in this case∑

V ∈IPi ((0,1))

area(d(Pi)) ≥ (mi − si) · si +
1

2
(mi − si)2 =

m2
i − s2

i

2
.

Proof of Theorem 1. By Corollary 2.2.16 there exists N such that there exists a generic with respect
to ∆ collection of points on the line y = 1

ω(∆)+1 with |xi|, |yi| < N . Then, Proposition 2.3.6 and
Lemma 2.3.9 conclude the proof.

Corollary 2.4.4. For the curves of degree d, the above corollary gives d ≥ (
√
n− 1

2−
1√
n

)m if n ≥ 4.

Proof. Indeed, the Newton polygon of such a curve is the triangle

ConvHull({(0, 0), (d, 0), (0, d)})

and its area is d2

2 . So, we have d2 ≥ ((n − d/m − 1)m2. If d ≥ m
√
n, then we are done. Suppose

that d < m
√
n, then d2 ≥ (n− d/m− 1)m2 ≥ (n−

√
n− 1)m2 ≥ (

√
n− 1

2 −
1√
n

)2m2 if n ≥ 4.

2.5 Speculations destined to code theory

In informatics, (error-correcting) code-theory deals with subsets C ⊂ An (A is a finite set) which are
as big as possible, and the Hamming distance d between the elements in C is also as big as possible,
i.e. we maximize δ = mina,b∈C,a6=b d(a, b). Such a subset C is called a code and it is suitable for the
following problem. We transmit a message which is an element of C. If, during the transmission
procedure, the message does change in at most δ

2 − 1 positions, then we can uniquely repare it back,
that is why this is called an error-correcting code. As an introductory book, which relates this subject
to algebraic geometry, see [158]. Studying of singular varieties is related with code-theory ([165]),
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for the relation of this topic with Seshadri constants (which is a relative of Nagata’s conjecture), see
[73].

Finding such subsets C is a hard combinatorial problem. A particular source for codes is the set of
linear subspaces of Fnq (linear codes), mostly because they have comparatively simple description. A
common construction is the following. We chose points p1, p2, . . . , pn ⊂ Fmq and consider the set Vd ⊂
Fq[x1, x2, . . . , xm] of the polynomials of degree no more than d (or we can take any linear system on
a toric variety). Then we take the evaluation map: evp : Vd → Fnq , evp(f) = (f(p1), f(p2), . . . , f(pn)).
The image of evp is a linear code, it is quite simple to calculate it, but the problem is how to chose
points pi such that there is no polynomials which vanish at chosen points (otherwise we need to deal
with the kernel of evp) and how to estimate the minimal distance δ. For example, one may take all
the points with all non-zero coordinates.

Thanks to Joaquim Roé suggestion, we mention here the way we can exploit the main ideas of
this article to construct a linear code, which uses not too much points and provides a map, similar
to evp, without kernel.

In the previous sections, for a given polygon ∆ and numbers m1,m2, . . . ,mn we constructed the
set of points p1, p2, . . . , pn ∈ Fq such that there is no curve C with the Newton polygon ∆, possessing
the property µpi(C) ≥ mi for each i. Recall, that for this construction we should carefully chose
points (xi, yi) ∈ Z2, then, for q big enough there is t ∈ Fq, such that the points pi = (txi , tyi) possess
the required properties.

Example 2.5.1. Consider ∆ = [0, 1, . . . , d]× [0, 1 . . . , N ] ⊂ Z2. If we put n points p1, p2, . . . , pn of
multiplicity m ≤ min(N, d) along an almost horizontal line, then there is no algebraic curve C with
the Newton polygon ∆ and µpi(C) ≥ m if dN < 1

2(n− d/m− 1)m2.

Therefore, taking N < (n−d/m−1)m2

2d we construct the evaluation map ev : FdNq → F
nm(m+1)

2
q with

a trivial kernel. For this map, we take a point f ∈ FdNq , which we treat as a polynomial F with the
Newton polygon ∆, then take the coefficients of F (mod Impi ) for each i = 1, . . . , n, this gives the
image ev(f).
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Chapter 3

A guide to tropical modifications

Substance is by nature prior to its modifications.
... nothing is granted in addition to the understanding,

except substance and its modifications.
Ethics. Benedictus de Spinoza.

This chapter is dedicated to tropical modifications, which have already become a folklore in tropical
geometry. Tropical modifications are used in tropical intersection theory and in study of singularities.
They admit interpretations in various contexts such as hyperbolic geometry, Berkovich spaces, and
non-standard analysis.

We cite [33]: “Tropical modifications ... can be seen as a refinement of the tropicalization process,
and allows one to recover some information ... sensitive to higher order terms.”

One must say that the name “modification” is used in two different senses: the modification as
a well-defined operation; and a modification along N as a method that reveals a behavior of other
varieties in an infinitesimal neighborhood of N . Namely, performing the modification of M along
N ⊂ M , we know how M changes, but the objects of codimension 1 in M may behave differently,
depending on their behavior near N . We will clarify this distinction with examples.

Our main goal is to mention different points of view, to give references, and to demonstrate the
abilities of tropical modifications. We assume that the reader have already met “tropical modifica-
tions” somewhere and wants to understand them better. There are novelties here: a tropical version
of Weil’s reciprocity law is proven via tropical Menelaus Theorem and a new obstruction for realiz-
ability of non-transversal intersections is found. For a preliminary introduction to tropical geometry,
see [29], [32] and [120], where tropical modifications are also discussed. We are glad to mention other
texts, promoting modifications from different perspectives: [33] (examples, construction of curves
with inflection points), [8] (repairing the j-invariant of elliptic curves), and [148] (intersection theory
on tropical surfaces). The questions related to tropical singular points (see Chapter 1) are treated
here from the perspective of tropical modifications, see Section 3.4.4.

We define tropical modifications via multivalued operations. Then we discuss several examples
indicating principal features of the following observations. Then we obtain several structure theorems
and list the set of applications. In Section 3.1 we summarize the interpretations of the tropical
modifications, so a curious reader may start there and only after it return to Section 3.2.1.

55



3.1 Motivation and interpretations

La science toujours progresse et jamais ne faillit,
toujours se hausse et jamais ne dégénère,

toujours dévoile et jamais n’occulte.
Anonyme.

This section contains ideas about why a tropical modification is a natural notion and several inter-
pretations of a modification in different contexts. Since a big half of the material here represents
some vague intuitions, it is not always possible to write precisely what is the analogy or metaphor
means. Nevertheless, the blame for all misunderstanding is with me. The reader, interested in def-
initions, examples, and theorems, should directly proceed to the next section, and return here only
for inspiration.

Tropical modifications were introduced in the seminal paper [116] as the main ingredient in the
tropical equivalence relation. Namely, two tropical varieties are equivalent if they are related by a
chain of tropical modifications and reverse operations1.

The underlying idea is the following. Recall, that a tropical variety V can be decomposed into
a disjoint union of a compact part Vc and a non-compact part V∞, and V = Vc ∪ V∞. Moreover, V
retracts on Vc. Then, the set V∞ consists of “tree-like” unions of hyperplanes’ parts. We call these
parts legs in the one-dimensional case and leaves in general situation. For tropical curves, V∞ is a
union of half-lines. For example, for a tropical elliptic curve (see Fig. 3.1, left side) the set Vc is the
ellipse, and V∞ is the set of trees growing on the ellipse.

Figure 3.1: On the left side we see a tropical elliptic curve V which is a part of the analytification
of an elliptic curve. The ellipse is Vc and the union of tree-like pieces is V∞. On the right side we
see a tropical rational curve V , which is equal to V∞. We can chose each point of V as Vc, because
V contracts onto any of its point x ∈ V .

Remark 3.1.1. On a tropical rational2 variety V , each point may b chosen as Vc, see Fig. 3.1 right
side. At the same time, there is a canonical way to define Vc for tropical varieties.

Definition 3.1.2. Let us define V 1
∞ as the set of points v of V such that the shortest path from v to

“infinity” does not pass through the cells of the codimension one of the natural cell subdivision of V .
1For the full definition of an abstract tropical variety, see [120] and [117].
2Basically, rational tropical varieties are the contractible ones. They are not well studied even in small dimensions.

For example, there exist 3 dimensional cubic hypersurfaces which are not rational. It is not known whether we can
see this tropically.
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Then, let V 2
∞ be the set of points v of V \ V 1

∞ such that the shortest path from v to “infinity” does
not pass through the cells of the codimension one of the natural cell subdivision of V \V 2

∞.Then, for
n = 2, 3, . . . let V n+1

∞ be the set of points v of V \
⋃n
i=1 V

i
∞ such that the shortest path from v to

“infinity” does not pass through the cells of the codimension one of the natural cell subdivision of⋃n
i=1 V

i
∞. Pick the minimal m such that V =

⋃m
i=1 V

i
∞. Then, Vc = V m

∞ , V∞ =
⋃m−1
i=1 V i

∞.

Remark 3.1.3. In the case V = V 1
∞ we should choose Vc as any point of V and V∞ = V \ Vc.

Consider the tropical limit V of algebraic varieties Wti ⊂ (C∗)n, i.e. V = limti→∞ Logti(Wti),
where we apply the map Logti : C∗ → R, x → logti |x| coordinate-wise. In this case the set V∞
encodes the topological way of how Wi approach some compactification of (C∗)n. For the moment,
the particular choice of the compactification does not matter3.

Besides, for i big enough, the Bergman fan B(Wi) := limt→∞ Logt(Wi) of Wi is equal to
limt→∞

1
tV . The latter limit is obtained by contracting the compact part Vc of V , so the Bergman

fan can be restored by V∞. Note, that V came here with a particular immersion to Rn.

Example 3.1.4. If curves Wi, i = 1, 2, . . . in (C∗)2 all have branches with asymptotic (sk, sl) with
a local parameter s→∞, then the tropical limit V of this family lies in R2, and V has the infinite
leg (half-line) in the lattice direction (k, l).

Let us suppose that we have an algebraic map f : (C∗)n → (C∗)m, and f is in general position
with respect to the family {Wi}, i.e. for each i big enough, the image f(Wi) is birationally equivalent
toWi. Let V ′ be the tropical limit of the family {f(Wi)}. One can prove that V ′∞ differs from V∞ by
adding new half-planes and contracting other half-planes, look into Section 1.7 for examples. These
half-planes grow along the tropicalization of zeros and poles of f on Wi. This consideration suggests
the ideas of modification and tropical birational equivalence. The name “modification” was borrowed
from complex analysis, and tropical modification is sometimes called “tropical blow-up”.

In Section 3.4.2 we see how the notion of modifications allows us to define the category of tropical
curves. This category keeps track of birational isomorphism in the category of complex algebraic
curves. See also §3.3.1, where making modifications for curves simplifies a proof to some extent.

Tropical geometry can be also thought as studying of skeletons of analytifications of algebraic
varieties. We can obtain a tropical variety V as the non-Archimedean amoeba of an algebraic variety
W over a non-Archimedean field. This approach (see section §3.1.2) finally suggests the same idea
of equivalence up to modification, because the analytification W an is the injective limit of all “affine”
tropical modifications (i.e. along only principal divisors) of V (see [134]). Berkovich proved that
W an retracts on a finite polyhedral complex, so V0 is a deformation retract of W an. Even better,
the metric on W an agrees with the metric on V for the case of curves4 ([13]).

Connection between tropical geometry and analytic geometry leads to the questions of lifting or
realizability, i.e. what could be the intersection of two varieties X,Y if we know the intersection of
their tropicalizations? In fact, if their tropicalizations Trop(X),Trop(Y ) intersect transversally, the
answer is relatively simple, see [127]. If the intersection of Trop(X),Trop(Y ) is non-transverse, then
we can lift the stable intersection of these tropical varieties, see [128],[138].

3For a fixed compactification, see the notion of sedentarity in [150] and [29], p. 44.
4That should be true for varieties of any dimension, modulo integer affine transformations, but no proof has

appeared yet. For the skeletons in higher dimensions see [67, 68].
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This raised the following question: to what extent the only condition for a divisor on a curve
to be realizable as an intersection is to be rationally equivalent to the stable intersection (cf. [122],
Conjecture 3.4)?

Tropical modification (as a method) helps dealing with such questions. It is known that being
rationally equivalent to the stable intersection is not enough. We consider other existing obstructions
(in fact, equivalent to Vieta theorem) for what can happen in non-transverse tropical intersections,
and prove, for that occasion, the tropical Weil reciprocity law by using the tropical momentum.

Consequently, modifications are used in tropical intersection theory ([148, 149]), to define the
intersection product. Nevertheless, one must use modifications along non-Cartier divisors (Examples
1.1.37, 3.4.18 in [149], for moduli space of five points on rational curve) and even along non-realizable
subvarieties – for a proof that they are non-realizable as tropical limits.

As we stated before, one should think that a tropical modification along X reveals asymptotical
behavior of objects near X. We can find an analogy in non-standard analysis: the tropical line is
the hyperreal line, the modification at a point is an approaching this point with an infinitesimal
telescope, see Fig. 3.3 and Section 3.1.2. In order to define tropical Hopf manifolds one should also
use the modifications to study their germs [145].

Given a surface with hyperbolic structure, we can make a puncture at x. This changes the
hyperbolic structure and x goes, in a sense, to “infinity”. A tropical curve can be obtained as a
degeneration of hyperbolic structures, and making a puncture at x results as the modification at the
limit of x, see Section §3.1.1.

A modification can be described as a graph of a function, if we use the convention about multi-
valued addition, brought in tropical geometry by Oleg Viro ([163]), see the next section.

The other applications of tropical modification as a method are following. Passing to tropical
limit squashes a variety, and some local features become invisible. In order to reveal them back
we can do a modification5. For example, modifications allow us to restore transversality between
lines if we have lost it during tropicalization (§3.4.3), then it allows us to see (-1)-curves on del
Pezzo surfaces ([140]). Methods of lifting non-transverse intersections leads us to use modifications
in questions about singularities: inflection points – [33], singular points – [106]. As an example, we
use modification in the study of singular points of order m (but obtain weaker results than in [81]).

3.1.1 Hyperbolic approach and moduli spaces

Consider a tropical curve C given as the limit of complex curves Ci. From the point of view of
hyperbolic geometry, a modification at a point x of tropical curve C means just making a puncture xi
in Ci, with condition that xi → x. To explain this we need to know how to directly construct tropical
curves via limits of abstract surfaces with hyperbolic structure on them, without any immersions6.

So, for details how tropical geometry can be built on on the ground of hyperbolic geometry, see
[96]. Here we briefly sketch the construction.

The approach, proposed by L. Lang, uses the collar lemma ([36]). This lemma simply says that
any closed geodesic of length l has a collar of width log coth(l/4) and what is more important, for

5so the metaphor “look in an infinitesimal microscope” grasps the essence.
6Usually people consider curves Ci in toric variety X and then they consider degeneration of complex structures

on X.
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L
γ1

γ2

L′

γ′1

(a) Blue dashed lines γ1, γ2 depict the collar
of a geodesic L, γ′1 is a part of L′’s collar.

t−1

t−2

(b) Modification subdivides old edge and
adds a new edge of infinite length. The
lengths of the circles around the puncture
are indicated, cf. to Figure 3.3.

Figure 3.2: We draw the limits of hyperbolic surfaces, i.e. tropical curves. Modification adds a
puncture to each curve in the family and a leg to the tropical curve.

different closed geodesics their collars do not intersect, see Fig. 3.2. That is also important that
smaller geodesics have bigger collars (and, intuitively, a puncture has the collar if infinite width).

Thus, given a family of curves Ci (of the same genus), we consider a fixed pair-of-pants decom-
position by geodesics Li. The tropical curve is constructed as follows: its vertices are in one-to-one
correspondence with the pair-of-pants, each shared boundary component between two pairs-of-pants
correspond to an edge of the tropical curve, and the collar lemma furnishes us with the length of the
edges of the tropical curve as the logarithms (with base t, and t → ∞ as the hyperbolic structure
degenerates) of widths of the collars of Li’s. Compare this approach with [26].

What will happen if we make a puncture? A puncture is the limit of small geodesic circles.
Cutting out a disk with radius tl add a leaf of finite length, as it is seen from the above description.
Therefore, cutting out a point results in adding an infinite edge, i.e. a modification.

That explains why a permanent using of graphs for moduli space problems actually work ([94],
then compare with tropical interpretation [85]). Tropical curves describe the part of boundary of a
moduli space, and modification corresponds to marking a point (read [53] to see the hyperbolic view
on moduli space problems), which are punctures from the hyperbolic point of view (see applications
to moduli space of points [117]). Tropical differential forms are also defined in this manner while
taking a limit of hyperbolic structure [120].

3.1.2 Berkovich spaces, non-standard analysis

Non-standard analysis appeared as an attempt to formalize the notion of “infinitesimally small”
variables (see §4 of [155] for a nice and short exposition).
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Figure 3.3: Similarity in the pictures of infinitesimal microscope (left) and tropical modification at
points 1 and 1 + ε (right).

There is an approach to tropical geometry via nonstandard analysis (cf. §1.4 [78]) and the
following Fig. 3.3 shows that tropical modifications is similar to “infinitesimal microscope” for the
hyperreal line in the terminology of [84], and this interpretation in computational sense is the same
as for Berkovich spaces: doing modification at the point x = 1 on a curve is adding a leg to the
tropical curve, which ranges points according their asymptotical distance to x = 1, i.e. val(x − 1),
these pictures are also similar to the hyperbolic ones (Figure 3.2).

It is worth noting that there are still no applications of this point of view, neither in tropical
geometry, nor in non-standard analysis. Still, Berkovich spaces can be treated as a more modern
version of non-standard analysis, and tropical modification has applications there.

We should say that an important feature of tropical geometry is that it erects a bridge from a
very geometric things (hyperbolic geometry) to very discrete things as p-adic valuations and non-
Archimedean analysis.

See Figure 3.1, the analytification of an elliptic curve on the left, the analytification of P1 on the
right. Ends of leaves represent the norms with “zero” radius; . Berkovich spaces appeared as a wish
to have an analytic geometry on discrete spaces. The analytification Xan of a variety X is the set
of all seminorms on functions on X. Each point x ∈ X defines such a seminorm by measuring the
order of vanishing of a function at x, on Figure 3.1 these points are represented by the ends of leafs.
For the sake of shortness, we refer the reader to a nice introduction in Berkovich spaces, with a bit
of pictures [12],[156] and to [13] to see how it has been applied to tropical geometry (also, see on
the page 7 in [13], using of log reminds hyperbolic approach). Also there exists Berkovich skeletons
of analytifications, they correspond to the compact part Vc of a tropical variety, for example, for
elliptic curves that will be a circle in both tropical and analytical cases, and its length is prescribed
by j-invariant of a curve ([8]). The analytification of an elliptic curve is the injective limit of all
modifications of its tropicalization, see Figure 3.1.
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3.2 Definitions and examples

3.2.1 Definition: tropical modification via the graphs of functions

Recall that the tropical semi-ring T is defined as T = R ∪ {−∞}, with the operation addition (“+”)
and order as for the real numbers, we extend addition by the rule −∞+A = −∞ for all A ∈ T, and
the order by the rule −∞ < A for all A ∈ R. The fastest way to define the tropical modifications is
via multivalued tropical addition.

Definition 3.2.1. [163]. Define tropical addition +trop and multiplication ·trop on the set T as
follows:

• A ·trop B = A+B,

• A+trop B = max(A,B) if A 6= B, and

• A+trop A = {x|x ≤ A}.

We can say, equivalently, that the operation max is redefined to be multivalued in the case of
equal arguments, i.e. max(A,A) = {X|X ≤ A}.

Remark 3.2.2. We extend this operations on the sets in the standard way. Also, note that all the
sets we can obtain are of the type {X|X ≤ A} for some A ∈ T.

Definition 3.2.3. A tropical monomial is a function f : Tn → T,

f(X1, X2, . . . , Xn) = A+ i1X1 + i2X2 + · · ·+ inXn,where A ∈ T, (i1, i2, . . . , in) ∈ Zn. (3.1)

A tropical polynomial is a tropical sum (i.e. we use the operation +trop) of a finite number of
tropical monomials. A point X ′ = (X1, X2, . . . , Xn) belongs to the zero set of a tropical polynomial
f if 0 ∈ f(X ′). A tropical hypersurface (as a set) is the zero set of a tropical polynomial on Tn.

Remark 3.2.4. In order to have the balancing condition satisfied, one has to provide a tropical
hypersurface with weights on its faces of the maximal dimension. We assume that the reader under-
stands how to do it. We also suppose that the reader knows the definition of an abstract tropical
variety, if it is not the case, refer to [119].

Definition 3.2.5. Let N be a tropical hypersurface in M = Tn, let f be a tropical polynomial on
Tn and N be the zero set of f . The modification of Tn along N is the set

mN (Tn) = {(X,Y ) ∈ Tn × T|Y ∈ f(X)}, (3.2)

i.e. the graph of the multivalued function f . For a given tropical varietyK ⊂M , a tropical subvariety
mN (K) ⊂ mN (Tn) is called a modification of K if the natural projection p : Tn×T→ Tn restricted
to mN (K) is a tropical morphism p : mN (K)→ K of degree one.

Proposition 3.2.6 ([119], 1.5 B,C). The set mN (Tn) coincides with the zero set of the polynomial
f(X) +trop Y : Tn × T→ T.
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Definition 3.2.7. For an abstract tropical variety M and its subvariety N ⊂M defined as the zero
set of a tropical function f : M → T, we define the tropical modification mN (M) of M along N as
the graph of f in M × T. A subvariety mN (K) ⊂ mN (M) is called a modification of K along N if
the natural projection mN (K)→ K is a tropical morphism of degree one.

Now we explain how the given definitions appear through limiting procedures. Consider two
algebraic curves C1, C2 ⊂ (C∗)2 defined by equations F1(x, y) = 0, F2(x, y) = 0, respectively. We
build the map mC2 : (x, y) → (x, y, F2(x, y)) ∈ (C∗)3. The set mC2((C∗)2) is the graph of F2,
z = F2(x, y). Now the intersection C1 ∩ C2 can be easily recovered as mC2(C1) ∩ {(x, y, 0)}. For
the complex curves this seems to be not very interesting, but during the tropicalization process the
plane (x, y, 0) goes to the plane (X,Y,−∞) = {Z = −∞}, and the intersection of tropical curves
will be represented by certain rays going to minus infinity by Z coordinate.

We look now on the limiting procedure. Given two tropical curves C1, C2 ⊂ T2, we start with
C1,t, C2,t – two families of plane algebraic curves, which tropicalize to C1, C2, i.e., in the Gromov-
Hausdorff sense we have

C1 = lim
t→∞

Logt(C1,t), C2 = lim
t→∞

Logt(C2,t),

where we apply Logt : C → T coordinate-wise, i.e. Logt(C1) = {(logt |x|, logt |y|)|(x, y) ∈ C1}. Let
F2,t be the equation of C2,t.

Proposition 3.2.8. The tropical modification mC2T2 of T2 along C2 is the limit of surfaces St =
Logt{(x, y, F2,t(x, y)) ∈ C3|(x, y) ∈ C∗}, i.e. mC2T2 = limt→∞ St.

Proposition 3.2.9. The tropical limit of the curves mC2,t(C1,t) ⊂ mC2,t((C∗)2), i.e. mC2C1 =
limt→∞ LogtmC2,t(C1,t), is a tropical modification mC2C1 of C1.

Even though the families C1,t, C2,t are included in the data, the graph mC2T2 does not depend
on this choice. However, for given tropical curves C1, C2 we can construct different families C1,t, C2,t

and the limit limt→∞ LogtmC2,t(C1,t) can be different.
Note that we always suppose that an algebraic hypersurface comes with a defining equation.

Also, instead of taking the limit we can consider non-Archimedean amoebas of the varieties defined
over valuation fields.

Definition 3.2.10. Let M ′ ⊂ (K∗)n be a variety over a valuation field K. Let N ′ ⊂ (K∗)n be an
algebraic hypersurfaces defined by an equation f(x) = 0, x ∈ (K∗)n. The modification mN ′(M

′) is
the set {(x, f(x)|x ∈ (K∗)n)} ⊂ (K∗)n+1. The modification of M = Trop(M ′) along N = Trop(N ′)
is the non-Archimedean amoeba of the set {(x, f(x)|x ∈ V } ⊂ (K∗)n+1.

In general, למושה! תודה and [76] all the approaches are equivalent.

Proposition 3.2.11. Consider a tropical variety M ⊂ Tn and a tropical hypersurface N defined by
a tropical polynomial F . Then, three following objects coincide:

• the tropical modification mN (M) of M along N defined via multivalued operations.

• the limit limt→∞ logt({x, Ft(x)|x ∈ Cn}) where M = limt→∞ logt(Mt),N = limt→∞ logt(Nt),
Mt, Nt ∈ Cn and Nt is defined by a polynomial Ft,
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• Trop(GF (M ′)) where M ′, N ′ ∈ Kn, K is a valuation field, Trop(M ′) = M,Trop(N ′) = N , N ′

is given by a polynomial F , and GF (M) = {(x, F (x))|x ∈ M} ⊂ Kn+1 is the graph of F on
the variety M .

Note that given only tropical curves C1, C2 ⊂ T2 it is often not possible to uniquely “determine”
the image of C1 after the modification along C2. That is why a modification of a curve along another
curve is rather a method. The strategy is the following: given two tropical curves, we lift them in
a non-Archimedean field (or present them as limits of complex curves, that is the same), then we
construct the graph of the function as above and tropicalize the result. Depending on the conditions
we imposed on lifted curves (be smooth or singular, be tangent to each other, etc), we will have a
set of possible results for modification of one curve along the second, see examples below.

Still, we know the sum of the coordinates of all the legs of mC2(C1) going to minus infinity by
Z-coordinate, see Proposition 3.3.20.

3.2.2 Examples

In this section we calculate examples of the modification, treated as a method. You should not be
scared with these horrific equations, they are reverse-engineered, starting from the pictures. All the
calculations are quite straightforward.

We start by considering the modification along itself and discuss an appearing ambiguity in this
case. Then, we consider how modifications resolve indeterminacy that happens when the intersection
of tropical objects is non-transversal. Also this example promotes the point of view that a tropical
modification is the same as adding a new coordinate.

In the third example a modification helps to recover the position of the inflection point. Also, the
usefulness of the tropical momentum and tropical Menelaus Theorem is demonstrated. The tropical
Weil theorem which shortens the combinatorial descriptions of possible results of a modification is
proved in Section 3.3.1.

In the forth example we study the influence of a singular point on the Newton polygon of a
curve. The same method suits for higher dimension and different types of singularities, but nothing
is yet done there, due to complicated combinatorics. In the same example we describe how to find
all possible valuations of the intersections of a line with a curve, knowing only their stable tropical
intersection – the answer is Vieta theorem. The same arguments may be applied for non-transversal
intersections of tropical varieties of any dimension.

Example 3.2.12. Modification along itself
Consider a tropical horizontal line L, given by max(1, Y ). This is the tropicalization of a line

like y = t−1 + o(t−1). Note that if we make a modification of a line along itself, then all its points
go to the minus infinity (Figure 3.4, left). Indeed, if F (x, y) is the equation of C, then the set of
points {(x, y, F (x, y)|(x, y) ∈ C} belongs to the plane z = 0, so Val({(x, y, F (x, y)|(x, y) ∈ C}) ⊂
{(X,Y, Z) ∈ TT 3|Z = −∞}. On the other hand, if we consider two different lines C1, C2 (with
equations y = t−1 and y = t−1 + t3) with tropicalization L, then all the points in mC1C2 have the
valuation −3 of Z coordinate. Again, we see an ambiguity — even if L is fixed, we can take different
lifts of L and have different results of the modification. On the other hand we can say that the
canonical modification along itself is the result similar to Figure 3.4, left, i.e. we require that mCC
is the projection of C to the plane Z = −∞.
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Figure 3.4: Example of a modification of a line along itself. Let L1, L2 be defined by y = t−1, y =
t−1 + t3 respectively. On the left we see the modification of L1 along L1, on the right we see the
modification of L2 along L1. Red line if the result of the modification.

Example 3.2.13. Modification, root of big multiplicity, Figure 3.5a.
In this example we see two tropical curves with non-transverse intersection which hides tangency

and genus. Consider the plane curve C, given by the following equation: F (x, y) = 0,

F (x, y) = (x− t1/3)3(x− t−2) + t−4xy2 + (t−4 + 2t−5)xy + (t−5 + t−6)x.

Its tropicalization7 is the curve, given by the set of non-smooth points of

Trop(F ) = max(1, 6 + x, 5 + x+ y, 4 + x+ 2y, 5/3 + 2x, 2 + 3x, 4x).

We want to know what is the intersection of C with the line L given by the equation y + t−1 = 0.
Tropicalizations of C and L are drawn on Figure 3.5a, below, as well as the Newton polygon of C.
The intersection is not transverse, hence we do not know the tropicalization of C ∩ L.

Then, let us consider the map mL : (x, y) → (x, y, y + t−1). On Figure 3.5a, in the middle, we
see the tropicalization of the set {(x, y, y+ t−1)} and the tropicalization of the image of C under the
map mL. Let G(x, z) be the equation of the projection of mL(C) on the xz-plane. So, F (x, y) = 0
implies that for the new coordinate z = y + t−1 we have

G(x, z) = 0, G(x, z) = (x− t1/3)3(x− t−2) + t−4xz + t−4xz2. (3.3)

Therefore the curve C ′ = prxzmL(C) is given by the set of non-smooth points of max(1, 4 +X +
Y, 4 +X + 2Y, 2 + 3X, 4X), we see C ′ on the projection onto the plane XZ on the left part of Figure
3.5a. One can notice, that in order to have transversal intersection of non-Archimedean amoebas we
did nothing else as a change of coordinates.

7One can think that we have a family of curves Ct with parameter t and its tropicalization is the limit of amoebas
limt→0 Logt({(x, y)|F (x, y) = 0}), or that we have a curve C over Puiseux series C{{t}} = K given by

∑
aijx

iyj =
0, aij ∈ K. Its non-Archimedean amoeba is given by the set of non-smooth points of the function maxij(val(aij) +
ix+ jy). Both ways lead to the same result.
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(a) Initial picture is below. In the center we see
the limit of the graphs of the functions F2,t. On
the picture behind we see the projection of the
graph to the plane XZ. Numbers on the edges
are the corresponding weights.
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(b) Notation is the same as for the picture on
the left. We see the result of the modification in
the case when the stable intersection is the actual
intersection. The Newton polygon of the curve C
is depicted below.

Figure 3.5: Example of a modification along a line
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Remark 3.2.14. Consider the restriction of Trop(F ) on the line Y = 1. We obtain max(1, 7 +
X, 5/3 + 2X, 2 + 3X, 4X) = max(1, 7 +X, 4X) which corresponds to the stable intersection. On the
other hand, if we restrict F on the line y + t−1 = 0 and only then take the valuation, we obtain
max(1, 3X + 2, 4X) because F (x,−t−1) = (x− t1/3)3(x− t−2), and we see that this agrees with the
picture of the modifications.

Definition 3.2.15. As we see in this example, a tropical curve in Tn typically contains infinite
edges. We call them legs of a tropical curve. For each leg we have a canonical parametrization
(a0 + p0s, a1 + p1s, a2 + p2s) where ai ∈ R, pi ∈ Z, s ∈ R, s ≥ 0, where the vector (p0, p1, p2), the
direction of the leg, is primitive.

Now, on the tropicalization of C ′ we see a vertical leg of of weight 3, i.e. z coordinate is zero
at this point. That happens because we have the tangency of order 3 between C and L, and z as a
function of x has a root of order 3.

Note that this leg can not mean the point is a singular point of C, because the curve C (according
to criteria of [106] or, more generally [81]) has no singular points, even though the tropicalization of
C has an edge of multiplicity 3.

Thus, this new tropicalization restores the valuations of intersection. We see that the modification
of the plane (i.e. amoeba of the set {(x, y, y+t−1)}) is defined, but in codimension one this procedure
shows order of roots and more unapparent structures like hidden genus. One can think that this
cycle was close to intersection, but after change of coordinates it becomes visible on the picture of
the amoeba of C ′.

Remark 3.2.16. Nevertheless, for a general choice of representative in Puiseux series for these two
tropical curves Trop(C),Trop(L), after modification we will have Fig. 3.5b, which represents stable
intersection of the curves.

Example 3.2.17 (Modification, inflection point, momentum map). We consider a curve and its
tangent line at an inflection point. Suppose, that the intersection of their tropicalizations is not
transverse. How can we recover the presence of the inflection point?

We consider a curve C with the equation F (x, y) = 0 where

F (x, y) = y+t−3xy+(t−1+4+6t+4t2+t3)x2+(−t−3−3−t−t2)xy2+(t−2−t−1−2+t2+t3)x2y+x2y2,

and a line L with the equation y = 1 + tx. The equation of the curve is chosen just in such a way
that the restriction of F on the line L is t2(x− 1)3(x− t−1), i.e. the point (1, 1 + t) is the inflection
point of the curve and L is tangent to C at this point.

Tropicalization of the curve is given by the following equation:

Trop(F ) = max(y, x+ y + 3, 2x+ 1, 2x+ y + 2, x+ 2y + 3, 2x+ 2y). (3.4)

On the Fig. 3.6a we see the non-Archimedean amoeba of the image of the curve under the map
(x, y)→ (x, y, y − 1− tx).

In order to find X-coordinates of the possible legs we can apply the tropical momentum: see
Figure 3.3.2.
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(a) In the center we see a modification of the pic-
ture below, its XZ-projection if on the right, on
the left we see it from a different perspective

(b) Application of the generalized tropical
Menelaus Theorem: we know the direction of the
infinite black rays emanating from the tropical
curve (in the center on the left), therefore an ap-
plication of this theorem gives the sum of X- and
Y - coordinates of red legs, going vertically to the
bottom (these legs present exactly the intersec-
tion of two considered curves.)

Figure 3.6: Example of modification in the case of inflection point. The point (0, 0) on the bottom
picture is the tropicalization of the inflection point. We modified the black curve along the blue
curve, red parts are the parts becoming visible after the modification.
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Definition 3.2.18. The momentum of a leg (A0 +P0s,A1 +P1s,A2 +P2s) with respect to a point
(B0, B1, B2) is the vector product (A0 −B0, A1 −B1, A2 −B2)× (P0, P1, P2).

We will prove a (simple) theorem that the sum of the moments of the legs, counted with their
weights, is zero. Note, that in our case, all the legs we do not know are of the form (X0, Y0, Z0 − s),
because they are vertical. Refer to Figure 3.6b. So, we take the vertex O of the tropical plane, and
sum up the vector products OXi ×XiYi where XiYi are black legs (that we already know) and red
legs (which are all vertical). Computation gives us (−4, 0, 0) × (−1, 1, 1) + (−4, 0, 0) × (0,−1, 0) +
(0,−1, 0) × (−1,−1, 0) + (0,−1, 0) × (1, 0, 1) + (2, 2, 2) × (1, 0, 1) + (2, 2, 2) × (0, 1, 1) + (X, 0, 0) ×
(0, 0,−1)+(0, Y, 0)×(0, 0,−1)+(Z+1, Z, 0)×(0, 0,−1) = 0, i.e. (1,−2, 0)+(Y +Z+1, X+Z, 0) =
0, where X stands for the sum of the X-coordinates of the vertical legs situated under the line
(1− s, 0, 0), Y stands for the sum of the Y -coordinates of the vertical legs under the line (1,−s, 0),
Z stands for the sum of the Y -coordinates of the vertical legs under the line (1, s, s).

On the left picture we see where the red legs are situated. But, since modification of a tropical
curve C along a tropical curve C ′ is not canonically defined8, then, for example, a modification of C
could differ from C just by adding vertical legs at four vertices of the C: this would correspond to
stable intersection (which is always realizable in the sense that there exist curve in Puiseux series,
such that, etc.)

Example 3.2.19. Singular point, its unique position, and possible liftings of intersection Consider
a curve C ′ defined by the equation G(x, y) = 0, where

G(x, y) = t−3xy3 − (3t−3 + t−2)xy2 + (3t−3 + 2t−2 − 2t−1)xy − (t−3 + t−2 − 2t−1 − 3t2)x+

+ t−2x2y2 − (2t−2 − t−1)x2y + (t−2 − t−1 − 3t2)x2 + t−1y − (t−1 + t2) + t2x3.

(A)

d(A1) d(A2) d(A3)

(B)

•
A1 •

P
•
A2 •

A3

1

1 + Y
3 +X + 3Y

3 +X 2 + 2X 3X − 2

2 + 2X + 2Y

(C)

Figure 3.7: The extended Newton polyhedron Ã of the curve C ′ is drawn in (A). The projection of
its faces gives us the subdivision of the Newton polygon of C ′; see (B). The tropical curve Trop(C ′)
is drawn in (C). The vertices A1, A2, A3 have coordinates (−2, 0), (1, 0), (4, 0). The edge A1A2 has
weight 3, while the edge A2A3 has weight 2. The point P is (0, 0) = Val((1, 1)).

8If the intersection C ∩ C′ is transverse, then the modification is uniquely defined.
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Let us make the modification along the line y = 1. For that we draw the graph of the function
z(x, y) = y − 1.

Note that we can easily find the number (with multiplicities) of the vertical legs. Indeed, each
edge from A1, A2, A3 going up in direction (i, j) becomes after the modification a ray going in the
direction (i, j, j), therefore, the total momentum of the vertical legs is the sum of Y -parts of momenta
of the edges going up from A1, A2, A3, that is, 3. Then, if we know that after the modification our
curve has a leg of multiplicity 3, then its unique position can be found from the generalized tropical
Menelaus theorem.

Figure 3.8: Refer to Example 3.2.19

3.3 Some structural theorems about tropical modification

Proposition 3.3.1. Suppose that a horizontal edge E contains a point P . Suppose that on the
dual subdivision of the Newton polygon the vertical edge d(E) is dual to E. Let the endpoints of E
be A1, A2 and two faces d(A1), d(A2) adjacent to d(E) have no other vertical edges. Let the sum of
widths in the horizontal direction of the faces d(A1), d(A2) equals to m. Then the stable intersection
of E with a horizontal line through E is m.
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Proof. Refer to Example 3.2.19 and Figure 3.5b. Let L be a tropical line containing E and with
vertex not coinciding with the endpoints of E. Making the modification along the line l we see
that the sum S of vertical components of edges going upward from A1, A2 equals the sum m of the
y-components of them.

Then, the sum of vertical components of edges, going downwards, equals S by the balancing
condition for tropical curves. Sum of y-components of edges in the vertex v is exactly the width in
the (1, 0) direction of the dual to v face d(v) in the Newton polygon.

Here we repeat some definitions from Section 1.7 (see also [81]).
The multiplicity m(P ) of the point P of the intersection of two lines in directions u, v ∈ P (Z2) is

|u1v2 − u2v1| where u ∼ (u1, u2), v ∼ (v1, v2) (Def. 1.2.24).
Given two tropical curves A,B ⊂ T2 we define their stable intersection as follows. Let us choose

a generic vector v. Then we consider the curves TtvA where t ∈ R, t → 0 and Ttv is translation by
the vector tv. For a generic small positive t, the intersection TtvA ∩B is transversal and consists of
points P ti , i = 1, . . . , k with multiplicities m(P ti ).

Definition 3.3.2 (cf. [142]). For each connected component X of A ∩B, we define the local stable
intersection of A and B along X as A ·X B =

∑
im(P ti ) for t close to zero, where the sum runs

over {i| limt→0 P
t
i ∈ X}. For a point Q ∈ A, we define A ·Q B as A ·X B, where X is the connected

component of Q in the intersection A ∩B.

Proposition 3.3.3 ([33] Proposition 3.11, see also [138] Corollary 12.12). For two curves C1, C2 ∈ K2

we consider a compact connected component X of the intersection Trop(C1) ∩ Trop(C2). Then,∑
x∈C1∩C2,Val(x)∈X m(x) = Trop(C1) ·X Trop(C2) where m(x) is the multiplicity of the point x in the

intersection C1 ∩ C2.

Proof. Consider the equation F (x, y) = 0 of C2. We construct the non-Archimedean amoeba mC2C1

of {(x, y, F (X, y)|(x, y) ∈ C1)}. Then Trop(C1) ·X Trop(C2) is the sum of the weights of the vertical
legs of mC2C1 under X. The latter is equal to

∑
x∈C1∩C2,Val(x)∈X m(x).

Remark 3.3.4. For non-compact connected components of the intersection we only have an in-
equality

∑
x∈C1∩C2,Val(x)∈X m(x) ≤ Trop(C1) ·X Trop(C2).

3.3.1 Tropical Weil reciprocity law and the tropical momentum map

The aim of this section is to establish another fact in tropical geometry, obtained as a word-by-word
repetition of a fact in classical algebraic geometry. Weil reciprocity law can be formulated as

Theorem 3.3.5. Let C be a complex curve and f, g be two meromorphic functions on C with
disjoint divisors. Then

∏
x∈C

f(x)ordgx =
∏
x∈C

g(x)ordfx, where ordfx is the minimal degree in the

Taylor expansion (in local coordinates) of the function f at a point x: f(z) = a0(z−x)ordfx+a1(z−
x)ordfx+1 + . . . , a0 6= 0.

The products in this theorem are finite because ordgx, ordfx equal to zero everywhere except
finite number of points.
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Definition 3.3.6. If f and g share some points in their zeros and poles sets, then we state this
theorem as

∏
x∈C

[f, g]x = 1 and define the term [f, g]x = “f(x)ordgx

g(x)
ordf x

” = amn
bnm
· (−1)nm at a point x, where

f(z) = an(z − x)n + . . . , g(z) = bm(z − x)m + . . . are the Taylor expansions of f, g at the point x.

Example 3.3.7. Let C be CP 1 and f, g are polynomials

f(x) = A

n∏
i=1

(x− ai), g(x) = B

m∏
j=1

(x− bj) (3.5)

with ai 6= bj . Then,

∏
x∈C

g(x)ordfx = Bnm
n,m∏

i=1,j=1

(ai − bj),
∏
x∈C

f(x)ordgx = Anm
n,m∏

i=1,j=1

(bj − ai) (3.6)

and the difference is corrected by the term [f, g]∞, because f, g have a common pole at infinity.

Khovanskii studied various generalizations of the Weil reciprocity law and reformulated them in
terms of logarithmic differentials [86], [87],[88]. The final formulation is for toric surfaces and seems
like a tropical balancing condition, what is, indeed, the case. The symbol [f, g]x is related with
Hilbert character and link coefficient, and is generalized by Parshin residues. Mazin [112] treated
them in geometric context of resolutions of singularities9.

In order to study what happens after a modification we consider a tropical version of Weil
theorem. We need to define tropical meromorphic function and ordfx, see also [120].

Definition 3.3.8 ([119]). A tropical meromorphic function f on a tropical curve C is a piece-wise
linear function with integer slope. The points, where the balancing condition is not satisfied, are
poles and zeroes, and ordfx is the defect in the balancing condition by definition.

Example 3.3.9. The function f = max(0, 2x) on TP 1 has a zero of multiplicity 2 at 0, i.e. ordf (0) =
2 and ordf (+∞) = −2.

Theorem 3.3.10. Let C be a compact tropical curve and f, g be two meromorphic tropical functions
on C. Then

∑
x∈C

f(x) · ordgx =
∑
x∈C

g(x) · ordfx.

Word-by-word repetition of the reasoning in Example 3.3.7 proves this theorem in the case
C = TP 1, because a tropical polynomial f : T → T can be presented as f(x) =

∑
max(ai, x)

where ai are the roots of f .
For the general statement there are many proofs (and one can proceed by studying piece-wise

linear functions on a graph), we give here the shortest10 one, via so-called tropical momentum.
9Unfortunately, tropical analog of this problem has no big interest: Parshin residues are destined for non-transversal

intersection, in order to define local residues. That suggests that Mazin’s resolution of singularities is a classical version
of tropical modifications. Probably, tropical approach can repeat classical results, and better visualize the different
types of non-transversality for higher-dimensional varieties.

10and using tropical modifications
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Suppose that C is a planar tropical curve. We list all the edges E1, . . . , Ek of C, suppose that
their directions are given by primitive11 integer vectors v1, . . . , vn. Suppose that each edge Ei has
weight mi and if Ei is infinite, then the direction of vi is chosen to be "to infinity" (there are two
choices and for us the orientation of vi will be important). Let A be a point on the plane. Let
Bi ∈ Ei.

Definition 3.3.11 ([169]). Tropical momentum of an edge Ei of C with respect to the point A is
given by ρA(Ei) = mi · det(vi, ABi).

Definition 3.3.12. For a point A ∈ R2 define ρA(C) as
∑

E ρA(E) where E runs over all infinite
edges of C.

Lemma 3.3.13. If a tropical curve C has only one vertex, then ρA(C) =
∑k

i=1 ρA(Ei) = 0 for any
point A on the plane.

Proof. First of all,
∑k

i=1 ρA(Ei) does not depend on the point A, because if we translate A by some
vector u, then each summand in ρA(C) will change by det(vi, u) · wi and the sum of changes is zero
because of the balancing condition. Therefore, ρA(C) = 0, because we can place A in the vertex of
this curve.

Lemma 3.3.14 (Moment condition in [169], also it appeared in [118] under the name Tropical
Menelaus Theorem). For an arbitrary plane tropical curve C ⊂ R2 and any point A ∈ R2 the
equality ρA(C) = 0 holds.

Proof. Note that the total momentum for a curve is the sum of momenta for all vertices, because a
summand corresponding to an edge between two vertices will appear two times with different signs.
So, this lemma follows from the previous one.

Definition 3.3.15. We consider a tropical curve C ⊂ T3. Let E1, E2, . . . , En be its infinite edges.
We define the momentum of C with respect to A as ρ(A) =

∑n
i=1(vi×ABi) ·mi where × stands for

the vector product, vi is the primitive vectors (in the direction “to infinity”) of an edge Ei, mi is the
weight of Ei and Bi is a point on Ei.

Proposition 3.3.16 (Generalized Tropical Menelaus theorem). For a tropical curve C ⊂ T3 and
any point A, the total tropical momentum ρA(C) of C with respect to A is zero.

Proof. We proceed as in the planar case. We show that ρA(C) does not depend on A because of the
balancing condition. Indeed, if C has only one vertex, then the claim is trivial. In general case we
sum up the tropical momentum by all the edges, and the terms for internal edges appear two times
with different signs, which concludes the proof.

An application of this theorem can be found in Example 3.2.17.
11i.e. non-multiple of another integer vector
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3.3.2 Application of the tropical momentum to modifications.

Example 3.3.17. Consider the graph of a tropical polynomial f(x) = max(a0, a1 +X, . . . , an+nX).
Suppose that we know only a0 and an. Definitely, the positions of the roots of f may vary, being
dependent on the coefficients of f . Nevertheless, we can apply the tropical Menelaus theorem for
the graph of f . We will calculate the momentum with respect to (0, 0). This graph has one infinite
horizontal edge with momentum a0 and one edge of direction (1, n) with the momentum −an. Also,
for each root pi ∈ T of f we have an infinite vertical edge with the momentum −pi. Application of
the tropical moment theorem gives us

∑
pi = a0−an, which is simply a tropical version of the Vieta

theorem — the product of the roots pi of a polynomial
∑n

i=1 aix
i is a0/an.

On the Fig. 3.5b,3.6a, a priori we know only the sum of directions of edges with endpoints on the
modified curve. We know that there is no horizontal infinite edges (in these examples). In general,
it is possible, if the intersection of two initial curves is non-compact. Therefore by Weil theorem (or
tropical Menelaus Theorem, they are the same) we know the sum of x-coordinates of vertical infinite
edges. Thus the sum of weights for red vertical edges equals the sum of vertical components of the
black edges in the Figure 3.6b.

Lemma 3.3.18. While doing a modification along horizontal line, the total vertical slope is the
total horizontal slope on the dual picture.

Proof. The same as for Proposition 3.3.1.

Lemma 3.3.19. If the stable intersection of Trop(C) with a horizontal line L is equal to m and
there exists a point q ∈ C with µq(C) ≥ m and Val(q) ∈ Trop(C)∩L, then we can uniquely recover
the position of Val(q).

Proof. Indeed, consider a lift l of L which passes through q. If we make the modification along l, we
obtain a leg of mL(Trop(C)) of weight at least m under Trop(C) ∩ L. Since the stable intersection
Trop(C)∩L is equal to m, this is the only leg under Trop(C)∩L. Therefore, the tropical momentum
theorem gives us the unique position of this leg (of course, it is evident via balancing — we know all
the infinite edges of a tropical curve except one, therefore the coordinates of this last edge can be
found via the balancing condition).

Proposition 3.3.20 (see [33], Proposition 4.5). For each compact connected component C of C1∩C2

the sum of X coordinates (and the sum of Y -coordinates) of the valuations of the intersection points
of C1, C2 with valuations in C, can be calculated just by looking on behavior of C1 and C2 near C.

Indeed, we use tropical Menelaus theorem, this gives us sum of the momenta of all the legs of
mC2C1 going to −∞ by Z-coordinate.

3.3.3 Proof of the tropical Weil theorem

We carry on with a proof of the tropical Weil theorem. Given two tropical meromorphic functions
f, g on a tropical curve C we want to define the map C → TP 2, x → (f(x), g(x)) and then use
tropical Menelaus theorem. Here we have to use tropical modification, because a priori, the image
of tropical curve under the map (f, g) : C → T2 with f, g tropical meromorphic functions, is not a
plane tropical curve: balancing condition is not satisfied near zeroes and poles of f and g.
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Definition 3.3.21. We call a triple (C, f, g) of a tropical curve C and two meromorphic function
f, g : C → TP 1 on it admissible if all the zeroes and poles of f, g are located at different one-valent
vertices of C.

Lemma 3.3.22. Given a triple (C, f, g) of a tropical curve C and two meromorphic function f, g :
C → TP 1 on it, we always can extend the function f, g on the modification D = mdiv(f),div(g)C of
C, such that the obtained triple (D, f ′, g′) is admissible and∑

x∈C
f(x) · ordgx−

∑
x∈C

g(x) · ordfx =
∑
x∈D

f ′(x) · ordg′x−
∑
x∈D

g′(x) · ordf ′x. (3.7)

Proof. We perform tropical modifications of C in order to have all zeros and poles of f, g at the
vertices of valency one. Namely, for a point p such that p is in the corner locus of f we add to C
an infinite edge l emanating from p. We define f on l as the linear function with integer slope such
that the sum of slopes of f over the edges from p is zero, i.e. f(p′) = f(p) − ordfp · p′ where p′ is
a coordinate on l such that p′ = 0 at p and then grows. We define g on this edge as the constant
g(p). We perform this operation for all roots and poles of f . Then we do the symmetric procedure
for g.

Proof of the tropical Weil theorem. By the lemma above we may suppose that the triple (C, f, g) is
admissible. Now f, g define a map C → T2 and the image is a tropical curve D = (f(x, g(x))|x ∈ C):
indeed, at every vertex of the image the balancing condition is satisfied; all one-valent vertices go to
infinity by one the coordinates. Now it is easy to verify that g(x) · ordf (x) is a term in the definition
of the momentum of D with respect to (0, 0): if ordf (x) 6= 0, then D has a horizontal infinite edge,
and its y-coordinate is g(x). Finally,∑

x∈D
f(x) · ordgx−

∑
x∈D

g(x) · ordfx = ρ((0, 0)) = 0. (3.8)

Remark 3.3.23. If f, g come as limits of complex functions fi, gi, having ordfi(pi) = k, ordgi(pi) =
m, lim pi = p, then the tropicalization of {(fi(x), gi(x))|x ∈ Ci} will not have vertical (with multi-
plicity k) and horizontal (with multiplicity m) leg from a common divisor point p of f and g, but
will have one leg of direction (k,m). Nevertheless, because of the tropical Menelaus theorem or the
balancing condition, it has no influence on the (3.8).

3.3.4 Difference between stable intersection and any other realizable intersection

One may ask if the only obstruction for a modification is the generalized tropical Menelaus theorem?
As we will see in this section, not at all.

Let us start with a variety M ′ ⊂ Kn and a hypersurface N ′ ⊂ Kn and their non-Archimedean
amoebas M,N ⊂ Tn. We suppose that the intersection of M with a tropical hypersurface N is not
transverse. We ask: how does the non-Archimedean amoeba of of intersections ofM ′∩N ′ looks like?

First of all, as a divisor onM (or N) it should be rationally equivalent to the divisor of the stable
intersection of M and N , as it shown for the case of curves in [122]. In the general case in follows
from the results of this section.
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It it easy to find some additional necessary conditions. Let us restrict on M ′ the equation F of
N ′, and take the valuations of all these objectsM ′, N ′, F . We get some function f = Trop(F ) whose
behavior on a neighborhood of N ∩M is fixed but its behavior on M is under the question.

Definition 3.3.24. Let M be an abstract tropical variety and an embedding ι : M → Tn be its
realization as a tropical subvariety of Tn. Let f is a tropical function on Tn. We define the pull-back
of ι∗(f) to M as f ◦ ι. We call ι∗(f) frozen at a point p ∈M if f is smooth at ι(p).

Note that in general the slopes of f on ι(M) does not coincide with slopes of ι∗(f) on M . From
now on we consider tropical functions which have frozen points, the motivation is explained in the
following definition.

Definition 3.3.25. A principal divisor P on an abstract tropical variety M is called subordinate
to a principal divisor Q (we write P ≺ Q), which is defined by a tropical meromorphic function f
with frozen points, if P can be defined by a tropical meromorphic function h, which satisfies h ≤ f
everywhere and h = f at the points where f is frozen.

Remark 3.3.26. As it is easy to see, the fact of being subordinate depends only on P,Q, and does
not depend on particular choice of f, h as long as the sets of frozen points in M is fixed.

Example 3.3.27. Refer to Example 3.2.19.
Now, let us start from the tropical curve M given by

max(3+X+3Y, 3+X+2Y, 3+X+Y, 3+X, 2+2X+2Y, 2+2X+Y, 2+2X, 1+Y, 1, 3X−2) (3.9)

and a horizontal line N given by max(Y, 0). We want to understand the valuations of possible
intersections of M ′ ∩N ′ where Trop(M ′) = M,Trop(N ′) = N .

We can choose the equation for M ′ in the form

F (x, y) = (t−1 + α0 + t−1y) + x(t−3 + α1 + t−3y3) + x2(t−2 + α2 + t−2y) + x3(t2 + α3), (3.10)

where val(α0) < 1, val(α1) < 3, val(α2) < 2, val(α3) < −2. It is clear, that for any A ≤ 1, B ≤
3, C ≤ 2 by choosing y of the form 1 + α, val(α) < 0 and then with careful choice for α1, α2, α3 we
can obtain (see Figure 3.9)

f(X) = Val(F (x, 1 + α)) = max(A,B +X,C + 2X,−2 + 3X). (3.11)

In this example the set X ≥ 4 on N is frozen for Trop(F ), that is why we have a choice for
the constant term A. If the intersection is a compact set (as in Example 3.2.13), then the constant
term is also fixed. Note that for the stable intersection our tropical function is Trop(F )(X, 0) =
max(1, 3 +X, 2 + 2X,−2 + 3X) and f(X) ≤ Trop(F )(X, 0) at every point.

Now we prove the following theorem whose proof consists only in a reformulation in the language
of tropical modifications and staring to the pictures, see Remark 3.2.14 a an illustration.

Fix an abstract tropical variety M , its tropical embedding ι : M → Tn, and a tropical hypersur-
face N ⊂ Tn, given by a tropical function f . As we know, the pullback of the divisor of the stable
intersection of ι(M) with N is given by ι∗(f). Note that the function ι∗(f) has frozen points by
Definition 3.3.24.
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2 1

Figure 3.9: Refer to Example 3.3.27. On the left figure we see the vertical part of the modification of
the curve given by F (x, y) = (−t−1+t5/3+t−1y)+x(t−3y−(t−3+t−5/6)+x2(t−2y−t−2+t−3/2)+x3t2

along the line y = 1. On the right figure we see the tropicalization of the restriction of F on y = 1,
i.e. the function max(3X − 2, 2X + 1.5, X + 5/6,−5/3).

Theorem 3.3.28. In the above hypothesis, if N ′ and M ′ are such that Trop(N ′) = N , and N ′ ⊂
(K∗)n is given by an equation F = 0, and Trop(M ′) = M,M ′ ⊂ (K∗)n, then the pullback of Val(N ′∩
M ′) to M is subordinate (Definition 3.3.25) as a divisor to the divisor of ι∗(f) (Definition 3.3.24).

Proof. Let f = Trop(F ), f : Tn → T. Let us make the modification of Tn along N . Look at the
image mf (M) of M under this map. Clearly, the valuation of the set {(x, F (x))|x ∈M ′} belongs to
mf (M), therefore the graph of the function Trop(F |M ′) on M belongs to mf (M). Also, Trop(F |M ′)
coincides with f at the points where f is smooth. Therefore the pullback of ι∗(Trop(F |M ′)) is at most
ι∗(f) everywhere, and ι∗(Trop(F |M ′)) = ι∗(f) at the points where ι∗(f) is frozen. So, the divisor of
ι∗(Trop(F |M ′)) on M is subordinate to the pullback of the stable intersection by definition.

The graph of Trop(F |M ′) can be lower than the graph of Trop(F )|M because when we substitute
the points on M ′ to F , some cancellation can occur, which are invisible when we consider F as a
function on Kn. Recall that if the image of the valuation map val is T, we know that Trop(F )(X) is
the maximum of val(F (x)) with Val(x) = X. On the other hand, Trop(FM ′)(X) for X ∈ M is the
maximum of val(F (x)) with Val(x) = X and x ∈ M ′. Clearly, the latter maximum is at most the
former maximum.

Example 3.3.29. Refer to Figure 3.10. We have the stable intersection A+B+C+D of the curves
given by max(0, y) and max(0, x, 2x − 1, 3x − 3, 4x − 6, x + y, 2x + y − 1, 3x + y − 3). The divisor
A + B′ + C ′ + D is rationally equivalent to A + B + C + D, the function which participate in this
rational equivalence is bigger than the function max(0, x, 2x − 1, 3x − 3, 4x − 6) coming from the
restriction.
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A B C D• • • •• •B′ C ′

Figure 3.10: The divisor A+B′+C ′+D is not-realizable as the intersection of the lifts of the curves
defined by max(0, y) and max(0, x, 2x− 1, 3x− 3, 4x− 6, x+ y, 2x+ y− 1, 3x+ y− 3). On the right
we see the function which carries this rational equivalence out, is it bigger than the function for the
stable intersection.

3.3.5 Interpretation with chips

In the case of curves we can represent a divisors on a curve by a collection of chips. In the last
subsection we proved Theorem 3.3.28 which says that any realizable intersection is subordinate to
to the stable intersection. So, one might ask for a method to produce all the subordinate divisors
to a given divisor (though, it is possible that not all of them are realizable as the valuation of an
intersection).

Let us start with the stable intersection of two tropical curves, this intersection is a divisor
(collection of chips) on the first curve. Then we allow the following movement: pushing continuously
together two neighbor chips on an edge, with equal speed. We do not allow the opposite operation —
when we slide continuously two points apart from each other (so, the operation in Figure 3.10 does
not provide a subordinate to A+B + C +D divisor).

This corresponds to the following: we look at the modification of the first curve along the second
curve, given by a tropical polynomial Trop(F ). By decreasing the coefficients of the monomials in
ι∗(f) on C, one by one, we can obtain any function less than ι∗(f).

This reasoning can be applied to the intersection of any two tropical varieties, if one of them is
a complete intersection. We restrict the equations of the second variety on the first, that gives us a
stable intersection, then we have a situation similar to Definition 3.3.25.

Example 3.3.30. Consider the function max(0, x− 1, 2x− 3). This function defines the divisor on
T1 with two chips, one at 1 and the second at 2. When we decrease the coefficient in the monomial

77



x − 1, these chips are moving closer. For example the function max(0, x − 1.3, 2x − 3) defines the
divisor with chips at the points with the coordinates 1.3 and 1.7.

Remark 3.3.31. Note that if the stable intersection is not compact that we need to add a chip at
infinity (or to treat infinity as a point with one chip). Now let A,B be two chips, A is at infinity
and B is on the leg of V going to A. Then, pushing together A,B moves only B towards infinity.
This corresponds to decreasing the constant term in Example 3.3.27.

Example 3.3.32. Big order tangency with only two degrees of freedom. ([33], Lemma 3.15). We
consider a line y − αx − β = 0, val(α) = 0, val(β) = 0 and a curve a0 + a1y + a2xy

l = 0 with
val(a0) = 0, val(a1) = 0, val(a2) = 0.

Clearly, we have non-transversal intersection, we can perform substitution y = αx + β, that
gives a0 + a1(αx + β) + a2x(αx + β)l = (a0 + a1β) + x(a1α + a2β

l) +
∑l+1

i=2 a2β
l+1−iαi−1xi. The

contraction may only appear at two coefficients: the coefficient before x and the constant term. So
we have only two degrees of freedom. Let us present the intersection points as chips. By changing
the coefficients α, β, ai we change the intersection, so we can look at how the chips move. So, when
val(a0 + a1β) < val(a0), this correspond to the movement in Remark 3.3.31, one chip moves towards
infinity while the others do not move at all. Also we can push two chips together by decreasing the
valuation of a1α+ a2β

l. Note that l − 2 chips at the point (0, 0) are unmovable.
Here we have only two degrees of freedom because we have only two degrees of freedom in the

equation a0 + a1y + a2xy
l = 0.

Question 13. Motivated by the above example, we give the following suggestions which seems to be
reasonable for the realizability of intersections. Suppose we have a tropical line and a curve defined
by f . While defining ι∗(f) we keep track of all the monomials mi of f and then in Definition 3.3.25
we allow g to contain only monomials of the type ι∗(mi). I.e. if f =

∑
aijx

iyj , then we only allow g
of the type max(cij + ι∗(xiyj)) with cij ≤ val(aij) which coincides with f on the frozen set of f . We
explain why we restricted to the case when one of the curves is a line. Normally, we can perturb the
coefficients of the equations of both curves. If one of the curves is a line, we can always suppose that
its equation is fixed. For the general case, one should expect that apart from ι∗(f) on M we can
find another thin structure s, which responds for deformation of the equation of M being immersed
to Tn, something like “a pull-back of the normal bundle”, coming from the map ι.

Example 3.3.33. Difference between a leg of big weight and a root. Take the curve C given by
F = 0 where F (x, y) = 1 + (t−1 + t)x + (2t−1 + t2 + t4)x2 + (t3 + 2t4)x3 + t−1xy + 2t−1x2y and
intersect it with the line given by t5x+ y + 1 = 0.

Performing the tropical modification along the line we see that the resulting curve has a leg of
weight three going to −∞. But it is not a root of multiplicity three! If we substitute y = −1− t5x
to the equation, we will see that the obtained polynomial 1 + tx + t2x2 + t3x3 has three roots of
the valuation 1, but they do not coincide. But if we consider the curve C ′ given by the equation
F = 0, F (x, y) = 1 + (t−1 + 3t)x+ (2t−1 + 3t2 + t4)x2 + (t3 + 2t4)x3 + t−1xy + 2t−1x2y, we see that
Trop(C) = Trop(C ′) and C ′ has a tangency of order three with the line.

The same example can be constructed for the similar Newton polygon (0, 0) − (1, 1) − (n, 1) −
(n+ 1, 0), where we also can obtain the tangency of the order n+ 1.
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Question 14. Suppose that the intersection of a tropical line with a tropical curve is a segment. Is
it always possible to make a modification in order to have a leg of the weight equal to local stable
intersection (Definition 1.7.1)? If yes, is it always possible to find the coefficients for the equations in
order to have a tangency of the order equal to the stable intersection? Also, we can ask this question
for any two curves with non-transverse intersection.

Due to combinatorial restrictions in tropical terms, sometimes we can see that it is impossible to
have a singular point with high multiplicity on a curve. Note that even in this case we can have a
leg of big multiplicity after the modification, see Example 3.3.33.

3.3.6 Digression: generalizations of the tropical momentum

A natural generalization of the vector product (or cross product) in R3,

(x1, y1, z1)× (x2, y2, z2) = (y1z2 − y2z1, x2z1 − x1z2, y1z2 − y2z1) (3.12)

is the following. Given k vectors v1, v2, . . . , vk ∈ Rn, k ≤ n we consider the vector consisting of all
the minors k × k of the matrix k × n constructed as the matrix with the vectors v1, . . . , vk as rows.
We call this vector of minors generalized cross product of v1, v2, . . . , vk.

Consider a tropical variety V k ∈ Tn, k < n. Let us choose a basis in all faces of V of codimension
one and zero, i.e. for a face F we chose a basis in the lattice associated with the integer affine structure
of this face. For each face G of codimension one in V and the faces F1, F2, . . . , Fl of codimension
zero, containing G, we choose vectors vG(Fi) which participate in the balancing condition along G.
Now we can define the sigh sG(F ) ∈ {+1,−1} which is +1 if the basis in G with added vector vG(F )
at the last place gives the same orientation in F as the basis in F , and −1 otherwise.

Definition 3.3.34. Let G(V ) be the abelian group generated formally by all the faces G of V of
codimension one. For a face F ⊂ V of maximal dimension define m(F ) ∈ G(V ) to be the sum∑

G⊂F sG(F ) ·G. For each bounded face F ⊂ V of maximal dimension we add the relation m(F ) to
G(V ).

Definition 3.3.35. Let A be a point in Tn. Pick a face F of V of codimension zero and let B be a
point in F . Then, define rA(F ) as the generalized cross product of the vector AB and the vectors
in the basis in F . Finally, define

ρA(F ) = rA(F )⊗Q m(F ) ∈ R( n
k+1) ⊗Q G(V ). (3.13)

Proposition 3.3.36. For any point A ∈ Tn we have
∑

F ρA(F ) = 0, where F runs over all the
unbounded faces of V of the maximal dimension.

Proof. In spirit, the proof is the same as in Lemma 3.3.13. We consider the sum of the momenta for
all the faces F of V of maximal dimension. We show that

∑
ρA(F ) does not depend on the point

A. Indeed, for each face G of the codimension one we consider the terms in
∑
ρA(F ) which contain

G. It is easy to see, that thanks to the balancing condition along G and our choice of signs, the sum
of these terms is zero.
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Example 3.3.37. Compare Definition 3.3.35 with the proof of Lemma 3.3.14. For the case of planar
tropical curve C the group G(V ) is generated by all the vertices of C. Then, each internal edge of C
gives the relation that its ends are equal. Therefore, in that case the group G(V ) is Z with generator
1 and for each unbounded F we have m(F ) = 1.

Question 15. It seem that in general situation, if V is a tropical curve, then, again, G(V ) is Z. On
the other hand, it seems that if the dimension of V is a at least two, then G(V ) is freely generated
for the unbounded faces of V of codimension 1.

3.4 Applications of a tropical modification as a method

3.4.1 Inflection points

An inflection point of a curve is either its singular point, or a point where the tangent line has order
of tangency at least 3. It was known before that the number of real inflection points on a curve
of degree d is at most d(d − 2) and the maximum is attainable. The question, attacked in [33] is
which topological types of planar real algebraic curves admits the maximal number of real inflection
points? Using classical way to construct algebraic curves – Viro’s patchworking method – the authors
construct examples, for what they study possible local pictures of tropicalizations of inflection points.
The property to be verified is tangency, but intersection of tropical curve with a tangent line at some
point in most cases is not transversal and it is not visible what is the actual order of tangency. To
see that, the authors do tropical modifications.

3.4.2 The category of tropical curves

For the treatment of this question with tropical harmonic maps see [5, 6]. G. Mikhalkin defines the
morphisms in the category of tropical curves as all the maps, satisfying the balancing and Riemann-
Hurwitz conditions (see, for example [19]) and subject to the modifiability condition:

Definition 3.4.1. A morphism f : A→ B of tropical curves A,B is said to be modifiable if for any
modification B′ of B there exists a modification A′ of A and a lift f ′ of f which makes the obtained
diagram commutative.

Proposition 3.4.2. The modifiability condition ensures that a morphism came as a degeneration
of maps between complex curves (see Section 3.1.1).

Sketch of a proof. After a number of modifications we may have the map f ′ contracting no cycles.
Then we construct a family of complex curves Bi such that limBi = B′ in the hyperbolic sense (see
section 3.1.1). Finally, since f ′ should come as a tropicalization of a covering, the complex curves
Ai with limAi = A′ are constructed as coverings fi : Ai → Bi over Bi where the combinatorics
(ramification profiles, local degrees at points of tori contracting to tropical edges) of fi is prescribed
by f ′. Balancing and Riemann-Hurwitz conditions follow.

3.4.3 Realization of a collection of lines and (4,d)-nets

Which configuration of lines and points in P2 with given incidence relation are possible? That is a
classical question and even for seemingly easy data the answer is often not clear.
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Definition 3.4.3. A (4, d)-net in P2 is four collections by d lines each of them, such that exactly
four lines pass through any point of intersection of two lines from different collections, all these four
lines are from different collections.

It is not clear whether a (4, d)-net exists for d ≥ 5. In [70] the authors proved, using tropical
geometry, that there is no (4, 4)-net.

The one of the key ingredients is the following: if some net exists in the classical world, then it
exists in the tropical world. The problem is the following: if we have more than three tropical lines
through a point on a plane, then the intersection will be non-transversal. But thanks to modifications
we always can have transversal intersection, but probably in the space of bigger dimension. For that
we just do modification along lines which has non-transversal intersection, after this modification,
all intersections with it become transversal and the modified lines goes to infinity. Then, let us
think about the following theorem, announced by the authors of [70], from the point of view of
modifications:

Question 16. If for some combinatorial data of intersection of linear spaces can be realized in Pk,
does there exists a tropical configuration of tropical linear spaces which realize the same data in TPk′

with k′ ≥ k?

Indeed, consider the realization in Pk. By passing to the tropical limit we obtain a tropical
configuration, but the intersection dimensions may increase. Then, by doing the modifications, we
want repair the right dimensions.

3.4.4 A point of big multiplicity on a planar curve

In its most general form, this question could be formulated as follows: given a cohomological class a
of subvariety S in a bigger variety, how many singularities S may have? For example, is it possible
for a surface of degree 4 in CP 4 to have four double points and three two fold lines?

There are several reasons for tropical geometry could provide tools for such questions. We will
demonstrate these tools in the case of curves, where this deed has been already done. Combinatorics
of a tropical curve is encoded in the subdivision of its Newton polygon. In fact, a singular point of
multiplicity m influences a part of the subdivision of area of order m2, what is in accordance with
the order of the number of linear conditions (m(m+1)

2 ) that a point of multiplicity m imposes on the
coefficients of the curve’s equation. For a general treatment of the tropical singularities, see [80],[81]
and Chapters 1,2.

In this section we will only demonstrate how to apply modification technic in this problem,
though we will obtain weaker estimation – but still of order m2.

The idea is the following: if a curve C has a point p of multiplicity m, then for each curve
D, passing through p, the local intersection of C and D at p is at least m. The multiplicity of a
local intersection of C and D can be estimated from above by studying the connected component,
containing Val(p), of the stable intersection Trop(C) ∩ Trop(D) for the non-Archimedean amoebas
of C and D, see Theorem 3.3.3.

So, the method: we take the polynomial F defining D, and use the fact that the image of C
under the map mD : (x, y) → (x, y, F (x, y)) intersects the plane z = 0 with multiplicity at least m.
That implies existence of a modification of Trop(C) along Trop(D), which has a leg of weight m
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going in the direction (0, 0,−1), exactly under the point Val(p). The latter modification is obtained
just by taking the non-Archimedean amoeba of mD(C) ⊂ mD(P2).

Now we reduce the problem for its combinatorial counterpart: is it possible for two given tropical
curves, that after the modification along the second, the first curve will have a leg of weight m, which
projects exactly on the given point Val(p)? After some work with intrinsically tropical objects, we
will get an estimate of this point’s influence on the Newton polygon of the curve.

We are not going to consider this problem in the full generality, so we will have a close look at
the simplest interesting example. Suppose that Val(p) is inside some edge E of the tropical curve
Trop(C) and this edge is horizontal.

Suppose that p is of multiplicity m for C. Let us take a line D through p, such that Trop(D)
contains Val(p) inside its vertical edge. Clearly the intersection Trop(C) ∩ Trop(D) is one point,
and the multiplicity of this point should be at least m. That immediately implies that the weight
of E is at least m. Hence the lattice length of d(E) is at least m. (Cf. with Proposition 1.7.6 and
Proposition 1.7.8.)

If we consider the modification of C along the horizontal line L, then the contribution to the
edge of direction (0, 0,−1) consists of the horizontal components of the edges which intersect C ∩ L
at exactly one point, see Example 3.2.19 and Proposition 1.7.7.

What to do if there is a rational component, a part of C, through Val(p)? We perform the
modification along the horizontal line L. If a part of the curve goes to the minus infinity, that means
that we can divide the equation of F by some degree of L. That means that the Newton polygon
of C has two parallel vertical sides. The components which do not go to the minus infinity do not
contribute to the singularity.

Let E be the stable intersection of Trop(C) and the horizontal line; clearly E ⊂ E (cf. with
notation in Section 1.9.1). Now, let us compute the sum of the areas of the faces d(V ) corresponding
to vertices V of Trop(C) on E. It is possible that more than two faces correspond to one singular
point, if the edge with the singular point has an extension, see again Example 3.2.19.

First of all, we consider the simplest case.

Proposition 3.4.4 (cf. Proposition 1.7.8). Suppose that a horizontal edge E contains a point Val(p)
of multiplicity m. Suppose also that the vertical edge d(E) is dual to E in the dual subdivision of
the Newton polygon. Let the endpoints of E be A1, A2 and two faces d(A1), d(A2) adjacent to d(E)
have no other vertical edges. Then the sum of widths of the faces d(A1), d(A2) is at least m, so their
total area is at least m2/2.

Proof. Let us look at the dual picture in the Newton polygon. Two faces d(A1), d(A2) adjacent to
the vertical edge have the sum of width in the (1, 0) direction at least m (by Proposition 3.3.1),
d(E1) has length m, so the sum of the areas of d(A1), d(A2) is at least m2/2.

Remark 3.4.5. Note that if the stable intersection of Trop(C) with the horizontal line is m, then
we can uniquely determine the position of the valuation of the singular point, see Lemma 3.3.19.

Suppose that a tropical curve has edges A1A2, A2A3, . . . , Ak−1Ak and A1, A2, . . . , Ak are situated
on a horizontal interval A1Ak = E. Suppose that p, point of multiplicity m, is on the edge AsAs+1.
The method above doesn’t work. Indeed, we compare this situation to Section 1.9.1. Making a
modification along a line containing A1Ak in the horizontal ray we estimate only the common width

82



of faces corresponding to A1, A2, . . . Ak, which gives no good estimate for the sum of areas of d(Ai)
(cf. Proposition 1.7.7).

So we will make a modification along a quadric.

Lemma 3.4.6. In the hypothesis above the sum of areas of all faces d(A1), d(A2), . . . , d(Ak) is at
least m/2 +m2/4.

Proof. Let ai be the width of i-th face on the right (i.e. ai = ω(1,0)(d(As+i)) for i ≥ 1), bi be the
width of i-th face on the left (i.e. ai = ω(1,0)(d(As−i)) for i ≥ 0), ci be the length of i-th vertical
edge on the right (i.e. ci = ω(0,1)d(As+iAs+i+1), i ≥ 1), di be the length of the i-th vertical edge on

the left (i.e. ci = ω(0,1)d(As−iAs−i+1), i ≥ 1). Then, let
k∑
i=1

ai = Ak,
k∑
i=1

bi = Bk. With the same

calculations as above, making the modification along a piece of a quadric with vertices on As−jAs+1−j
and As+iAs+1+i we get Ai + ci + Bj + dj ≥ m. Denote min

i
(ci + Ai) = A,min

i
(dj + Bj) = B, so

A+B ≥ m.
Then, ci ≥ A−Ai, dj ≥ B −Bj . Sum S of areas can be estimated as

2S ≥ (m+ c1)A1 +
∑

(Ai+1 −Ai)(ci + ci+1) + (m+ d1)B1 +
∑

(Bi+1 −Bi)(di + di+1)

2S ≥ (m+A−A1)A1 +
∑

(Ai+1 −Ai)(A−Ai +A−Ai+1)+

(m+B −B1)B1 +
∑

(Bi+1 −Bi)(B −Bi +B −Bi+1) ≥

A1(m−A) +A2 +B1(m−B) +B2 ≥ m+m2/2.

So, S ≥ m/2 +m2/4.
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Chapter 4

Tropical approach to legendrian curves in
CP 3

μνημόνευε οὖν πόθεν πέπτωκας καὶ μετανόησον καὶ τὰ πρῶτα ἔργα ποιησον

εὶ δὲ μήἔρχομαί σοι καὶ κινήσω τὴν λυχνιαν σου ἐκ τοῦ τόπου αὐτῆς

ἐὰν μήμετανοήσῃς

Inspired by Gromov-Witten invariants, one can try to count holomorphic curves under some addi-
tional restrictions. We will see what can be said about counting of legendrian curves in CP 3, passing
through prescribed number of generic points and one generic line.

This problem was given to me by G. Mikhalkin, and previously mentioned by I. Vainsencher. His
student, Éden Amorim [7] also studied the same question, but with different methods (localizations)
and a bit different setup (he was looking for the number of rational legendrian curves through 2d+ 1
generic lines). In fact, the goal was to enlarge tropical gear, conquest new territories like tropical
differential forms, tropical distributions, etc. Finally, some combinatorial properties of tropical
contact curves are found, but the mystery remains.

Below we summarize what is known about complex legendrian curves in CP 3, and mention some
related questions. However, in what follows we don’t use these facts, our approach is completely ele-
mentary, if not only computational. We use Macaulay2 and Mathematica. The code is incorporated
into this text, so the reader may verify the results.

The recent study of the complex legendrian curves (see also [2]), by itself, is motivated by minimal
surfaces in four dimensional sphere1. The map (z1, z2, z3, z4) → (z1 + jz2, z3 + jz4) from C4 to H2

yields so-called twistor (or Penrose) map φ : CP 3 → HP 1 = S4, and Bryant has shown [34] that
the images of the legendrian curves in CP 3 under φ are superminimal surfaces in S4. Furthermore,
each minimal immersion S2 → S4 can be obtained as φ(C) where C is a rational legendrian curve
in CP 3. Then, each Riemann surface M can be mapped to a legendrian curve in CP 3, using two
meromorphic functions (f, g) on M . This proves that for each Riemann surface M2 there exists a
conformal minimal immersion M2 → S4, and such immersions are nowadays constructed mostly by
this approach2.

The area of the image of a harmonic map f : S2 → S4 equals 4πd if f(S2) comes as φ(C),
1read [115] and [27] about minimal surfaces in R3 and S3, respectively.
2see also [164] about isometric deformation of minimal surfaces in S4
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where C is a legendrian rational curve in CP 3 of degree d. The dimension of the space Md,0 of
legendrian maps CP 1 → CP 3 of degree d is proven to be 2d+ 4 [24],[97],[161], [162] (and see [90] for
the legendrian maps CP 1 → CP 2n+1). This is done via studying the pairs of meromorphic function
( z1z2 ,

z3
z4

) of degree d with the same ramification divisor. Up to degree six the space Md,0 is a smooth
complex manifold [23], see a survey [79] and references therein about minimal immersions S2 → S2n.

In [167](unpublished, see also [113]) it is proven that with d ≥ g + 3 the part of the space Md,g,
which consists of smooth contact curves in CP 3 of degree d and genus g, is smooth. Besides, it is
proven there, that a complete intersection can not be a contact curve. That complicates the study
of the surfaces of higher genus, which approached in [41], [42] [42]. In [98] it is proven that the
dimension of Md,g is 2d − g + 4 for d ≥ max(2g, g + 2), and in [41] it is proven that the dimension
of each irreducible component of Md,g is between 2d− 4g + 4 and 2d− g + 4, where upper bound is
always attained by the totally geodesic immersions (whose image is in a line) and the lower bottom
is obtained on M6,1 and M8g+1+3k,g. See [42], for further details about other possible pairs (d, g)
with non-trivial contact curve. All this means that for g ≥ 1 we need to take the degree d of the
curve at least 6 what is now beyond our abilities to compute.

For a general overview of complex contact varieties and deformations of contact curves see [35],
[167], [168]. Real algebraic contact structures are numerous, the questions about polynomial distri-
butions went back to [69, 141], see Example 4.1.4.

For the works of the same spirit we mention the study of legendrian curves of minimal degree
through two points with prescribed tangency [65] and contact curves in PSL(2,C) [123].

For an introduction to tropical geometry see [29] and [32] and references therein. See also first
few pages of Chapter 1 and introductions in Chapters 2,3.

4.1 The contact structure on CP 3

Definition 4.1.1. A holomorphic form ω ∈ Ω1(CP 3) is said to be a contact form if ω∧dω is nowhere
zero.

Example 4.1.2. The form ω = ydx− xdy + wdz − zdw is contact.

Indeed, consider the restriction of ω to the chart w = 1. We have

ωw=1 = u = dz + ydx− xdy, u ∧ du = −2dx ∧ dy ∧ dz 6= 0,

similar formulae hold in other charts.

Theorem 4.1.3 ([91]). Each contact holomorphic form ω on CP 3 is of the type

(py − qz + aw)dx+ (−px+ rz + bw)dy + (qx− ry + cw)dz + (−ax− by − cz)dw (4.1)

where a, b, c, p, q, r are constants and pc + qb + ra 6= 0. Furthermore, all such forms are equivalent
under the GL(4,C) action.

Proof. We only sketch the proof. Let α be a holomorphic contact form in CP 3. The form α ∧ dω
gives a section of the canonical bundle. Considering transition function for α we conclude that
c1(CP 3) = 2α. It means that if Pdx + Qdy + Rdz is a contact form in the chart w = 1, then it
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extends on the whole CP 3 only if the transition function to another charts have w in denominator
in degree at most 2. Therefore P,Q,R are polynomial of degree 1. The explicit form of all such
polynomials that ω is contact follows from the direct computation.

On the other hand, there are many algebraic contact structures on RP 3.

Example 4.1.4 (Numerous real algebraic contact forms). Consider ω′ = (yz2 + yw2)dx+ (−xz2 −
xw2)dy + (x2w + y2w + w)dz + (−x2z − y2z − z)dw, or ω(x2y + y3 + yz2 + yw2)dx − (x3 + xy2 +
xz2 + xw2)dy+ (x2w+ y2w+ z2w+w3)dz− (x2z+ y2z+ z3 + zw2)dw. Then, a small perturbation
of the coefficients of a real contact structure doesn’t affect the fact ω∧dω 6= 0, hence we can perturb
the coefficients of ω′.

At the same time, it seems to be hard to enumerate real algebraic curves which are contact with
respect to these contact structures.

Question 17. Does there exist a real algebraic contact form with all the coefficients of degree two?

Proposition 4.1.5. Any irreducible algebraic curve C ∈ CP 3 of degree at least three is legendrian
with at most one contact algebraic contact structure.

Indeed, when we intersect the distribution given by (4.1) with the distribution given by ω =
yxd − xdy + wdz − zdw, we obtain a vector field v almost everywhere (except finite collection of
points as the code below shows). From the other hand, we know that there is a line, tangent to
the obtained distribution, through each point in CP 3. Therefore the integral curves for v are lines
almost everywhere. Hence, the only locus where a curve, tangent to both distribution, can leave, is
the set where these two contact forms coincide, i.e. a finite collection of points.

use QQ[p,q,r,a,b,c,x,y,z,w]
a1=p*y-q*z+a*w
a2=-p*x+r*z+b*w
a3=q*x-r*y+c*w
a4=-a*x-b*y-c*z

I=ideal(a1*x-a2*y, a2*w-a3*x,a3*z-a4*w)
C=minimalPrimes I
J=C_8 --all the other ideals C_0,C_1,... give lines if we fix a,b,c,p,q,r
dim J --=1, so it is just a collection of points.

The global Reeb vector field for the contact structure ω = ydx − xdy + wdz − zdw is given by
y ∂
∂x − x

∂
∂y + w ∂

∂z − z
∂
∂w . Its trajectories (i.e. the fibers of the Penrose map) are

ϕ(t) =

(
A

(t2 − 1)

(t2 + 1)
, 2A

t

(t2 + 1)
, B

((t+ k)2 − 1)

((t+ k)2 + 1)
, 2B

(t+ k)

((t+ k)2 + 1)

)
(4.2)

and ( t
2−1
t2+1

)′ = 4t
t2+1

, ( 2t
t2+1

)′ = t2−1
t2+1

. So, the Reeb vector field just rotates in xy plane and zw plane
on the same angle. For each fixed angle this gives a linear transformation.
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4.1.1 Contact form automorphisms

It is known that the group of automorphisms of CP 3 which preserve the form ω = ydx − xdy +
wdz − zdw is3 the symplectic group Sp(4,C). The dimension count gives dimSp(4,C) = 10 and
dimPGL(4,C) = 15, what agrees with the fact the set of all contact structures ((4.1)) is five-
dimensional.

Proposition 4.1.6. We list the set of generators of this group Sp(4,C).

• 1) x→ x+ λy,


1 λ 0 0
0 1 0 0
0 0 1 0
0 0 0 1



• 2) x→ y, y → −x,


0 1 0 0
−1 0 0 0
0 0 1 0
0 0 0 1



• 3) x→ z, y → w,


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0



• 4) x→ x+ λw, z → z + λy,


1 0 0 λ
0 1 0 0
0 λ 1 0
0 0 0 1



• 5) x→ λx, y → y/λ,


λ 0 0 0
0 1/λ 0 0
0 0 1 0
0 0 0 1


Proposition 4.1.7. The restriction of a contact structure (4.1) on a plane z = w = 0 is pydx −
pxdy = 0 by an easy computations.

Therefore the vector field, generated by the contact form, at a point (x, y) equals x, y, so the only
integral curves are the lines passing through the origin. Since all the planes are equivalent under the
action of GL(4,C), all the planar contact curves are collections of lines.

Let us choose an arbitrary plane L.

Proposition 4.1.8. Each contact curve in L is a collection of lines through a point p ∈ L. Moreover,
L is the contact plane at p, i.e. L is the zero set of ω computed at p.

4.1.2 Macaulay2 code for the action of contactomorphism group on triplets of
points

Proposition 4.1.9. All the elements of Sp(4,C) which preserve (0, 0, 0, 1), (1, 1, 1, 1), (−1, 1,−1, 1)
are of the form

Stab3
µ : x→ x, y → y + µ(z − x), z → z, w → w − µ(z − x),


1 0 0 0
−µ 1 µ 0
0 0 1 0
µ 0 µ 1

 (4.3)

3We have 6 conditions on the coefficients of a matrix A ∈ GL(4,C), since A preserves ω and conditions detA 6= 0,
but one can check (by Macaulay2 for example), that the set of such A ⊂ C16 is a quasiprojective variety of dimension
10.
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Proof. Direct calculation.

It is easy to bring any point of CP 3 to (0, 0, 0, 1) by an element of Sp(4). Then, points of CP 3 can
be divided in two classes: those, lying on the plane L through (0, 0, 0, 1) such that ω((0, 0, 0, 1))|L = 0
and all the others. The subgroup of Sp(4), stabilizing (0, 0, 0, 1) acts on both these classes transitively.
Now, consider a point p which is not on the contact planes through (0, 0, 0, 1) and (1, 1, 1, 1). We
prove that there is an element in the subgroup of Sp(4) stabilizing (0, 0, 0, 1) and (1, 1, 1, 1) that
sends p to (−1, 1,−1, 1).

Lemma 4.1.10. The group Sp(4) is generically 3-transitive, i.e. every three points p1, p2, p3 ∈ CP 3

in general position can be sent to every three points q1, q2, q3 ∈ CP 3 in general position by an element
a ∈ Sp(4,C). In general, the set {a ∈ Sp(4)|a(pi) = qi, i = 1, 2, 3} is of dimension one.

The following code in Macaulay2 produces a matrix preserving the contact form ω, which brings
generic points (a1,b1,c1,1),(a2,b2,c2,1),(a3,b3,c3,1) to (0,0,0,1),(1,1,1,1) and (-1,1,-1,1). The group of
contactomorphisms is generated by the matrices A,B,C,D (see Proposition 4.1.6 and below formulae)
and by straightforward combination of them we arrive to the answer.

--generators of the contactomorphism group Sp(4,C),
-- their action on a matrix M
-- x->x+lambda y
A=(lambda,M)->(matrix{{1,lambda,0,0},{0,1,0,0},{0,0,1,0},{0,0,0,1}}*M)
--x->y,y->-x
B=M->(matrix{{0,-1,0,0},{1,0,0,0},{0,0,1,0},{0,0,0,1}}*M)
--x<->z,y<->w
C=M->(matrix{{0,0,1,0},{0,0,0,1},{1,0,0,0},{0,1,0,0}}*M)
--x->x+ lambda w, z-> z+lambda y
D=(lambda,M)->
(matrix{{1,0,0,lambda},{0,1,0,0},{0,lambda,1,0},{0,0,0,1}}*M)

--special contactomorphism, which preserve (0,0,0,1),(1,1,1,1)
--and brings (x,y,z,w) to (-1,1,-1,1)
Q=QQ[x,y,z,w];
c:= (x-y+z-w)/(4*z);
a:=-(y+z)/(2*z);
b:=(-x+y+z-w)/(2*(y-z));
M:=matrix{{a+1,b+c-a+a*b-1,-b*(a+1),0},
{a,c+a*(b-1),-b*a,0},{0,0,c,0},{0,b,c-1-b,1}};
M0:=inverse(M);
den:= denominator M0_(0,0);
M0=den*M0;
M0=lift(M0,Q);

--this function gives the matrix for the contactomorphism which
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--brings (a1,b1,c1,1),(a2,b2,c2,1),(a3,b3,c3,1) to
-- (0,0,0,1),(1,1,1,1) and (-1,1,-1,1)
transformation = (a1,b1,c1,a2,b2,c2,a3,b3,c3,R)->(

use R;
T1:=matrix{{a1,a2,a3},{b1,b2,b3},{c1,c2,c3},{1,1,1}};
T2:=C(T1);
lambda1 := -(entries(T2)_0)_0;
T3:=C(A(lambda1,T2));
lambda2:=-(entries(T3)_0)_0/(entries(T3)_0)_1;
T4:=B(A(lambda2,T3));
lambda3:=-(entries(T4)_0)_0/(entries(T4)_0)_3;
T5:=D(lambda3,T4);
T6:=B(C(T5));
lambda4 :=-((entries(T6)_1)_0 + (entries(T6)_1)_1)/(entries(T6)_1)_1;
T7:=C(B(A(lambda4,T6)));
lambda5 := ((entries(T7)_1)_2-(entries(T7)_1)_0)/(entries(T7)_1)_1;
T8:=B(A(lambda5,T7));
lambda6 := ((entries(T8)_1)_2-(entries(T8)_1)_0)/(entries(T8)_1)_1;
T9:=A(lambda6,T8);
den:=denominator T9_(0,2);
T9=den*T9;
T9=lift(T9,R);
(p1,p2,p3,p4):=((entries(T9)_2)_0,(entries(T9)_2)_1,
(entries(T9)_2)_2,(entries(T9)_2)_3);
M1:=sub(M0,{x=>p1,y=>p2,z=>p3,w=>p4});
revers:=XX->(

YY:=A(-lambda4,B(B(B(C(A(-lambda5,B(B(B(A(-lambda6,(M1*XX)))))))))));
C(A(-lambda1,C(A(-lambda2,B(B(B(D(-lambda3,C(B(B(B(YY))))))))))))

);
SR:=revers(matrix{{1,0,0,0},{0,1,0,0},{0,0,1,0},{0,0,0,1}});
SR=lift(SR,R);
SR)

4.1.3 Curves on a hypersurface of degree two

Consider a contact form ω as in (4.1). We are going to find the restriction of ω on the surface X,
given by

{xy − zw = 0} = Im(f : CP 1 × CP 1 → CP 3), f : (µ : µ′), (ν : ν ′)→ (µν ′, µ′ν, µν, µ′ν ′). (4.4)

Note, that any irreducible hypersurface X ′ of degree 2 in CP 3 is projectively equivalent to X,
therefore in this way we will describe all the legendrian curves on all the non-degenerate hypersurfaces
X ′ of degree 2.

Computing in the affine chart (µ, ν, µν, 1), we obtain
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f∗ :
∂

∂µ
→ ∂

∂x
+ y

∂

∂z
,
∂

∂ν
→ ∂

∂y
+ x

∂

∂z
.

The fact that ω(f∗(M
∂
∂µ +N ∂

∂ν ) = 0 at (µ, ν, µν, 1) is equivalent to

(pν − qµν + a)M + (−pµ+ rµν + b)N + (qµ− rν + c)(Mν +Nµ) = 0, i.e.

M(pν + a− rν2 + cν) +N(−pµ+ b+ qµ2 + cµ) = 0.

If a curve is of type (µ(t), ν(t)) locally, then its tangent vector is given by the formula µ′ ∂∂µ+ν ′ ∂∂ν .
But this, after reparametrization, means that

dµ

dt
= (c− p)µ+ b+ qµ2,

dν

dt
= −((p+ c)ν + a− rν2). (4.5)

We are looking for the algebraic leafs of this foliation. See [60, 159] about space of foliations with
algebraic leafs, [11] for the classification of the quadratic systems with the first integral.

Example 4.1.11. Consider the curve (t, t2, t3, 1) which lies on the hypersurface {xy − zw = 0}. It
is legendrian with respect to the form 3dx − 3dy + wdz − zdw = 0 so we put p = 3, c = 1, q = a =
r = b = 0 and (4.5) becomes (µ′, ν ′) = (−2µ,−4ν) = (µ, 2ν), hence µ = et, ν = e2t which is the same
as (µ, ν) = (t, t2), and subsequently µν = t3.

Depending on the coefficients, each equation dx
dt = c0 + c1x + c2x

2 after a linear change of the
coordinates (over complex numbers) becomes one in the following list:

• dx
dt = c,

• dx
dt = cx,

• dx
dt = cx2,

• dx
dt = c(x2 − 1).

Example 4.1.12. If dµdt = c0(µ2−1), dνdt = c1(ν2−1), then dµ
µ2−1

= c3
dν
ν2−1

. That implies log(µ−1
µ+1) =

c4 log(ν−1
ν+1) + c5, and finally c6(ν−1

ν+1) = c7(µ−1
µ+1)d1 which is algebraic if d1 ∈ Q.

To the contrary, the case dµ
dt = c0(µ2−1), dνdt = c1ν

2 always gives a non-algebraic curve if c0c1 6= 0

because this gives an equation of the type µ−1
µ+1 = e1/ν .

Theorem 4.1.13. After a linear change of coordinates µ̃ = c0 +c1µ, ν̃ = c2 +c3ν any the legendrian
curve on the quadric xy − zw = 0 with parametrization (4.4) can be written in one of the following
standard forms :

• c0(ν−1
ν+1)d1 = c1(µ−1

µ+1)d2 ,

• c0ν
d1 = c1µ

d2 ,
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• c0(ν−1
ν+1)d1 = c1µ

d2 ,

• c0(µ−1
µ+1)d1 = c1ν

d2 ,

• c0µν + c1µ+ c2ν = 0,

• c0µ+ c1ν + c2 = 0,

• c0µν + c1µ+ c2 = 0,

• c0µν + c1ν + c2 = 0,

• µ = c0,

• ν = c0,

where ci ∈ C, di ∈ N0 are some constants.

Question 18. Given that classification one might count the legendrian curves of given degree and
genus lying in a quadric. For example, all rational quartics lie on a quadric surface. So we can count
them.

4.1.4 Legendrian curves of degrees one and two

Definition 4.1.14. A map f : M → CP 3 is totally geodesic if f(M) is a legendrian line.

Let us study the rational legendrian curves of degrees one and two. In the case deg x, y, z = 1 or
2, it happens that curve is parametrized by (f, p+ qf, r + pf), where f is a polynomial degree 1 or
2.

Consider a general line l = (a0 + b0s, a1 + b1s, a2 + b2s, a3 + b3s) in CP 3. Putting it into the
contact form we conclude that the line l is legendrian iff a1b0 − a0b1 + a3b2 − a2b3 = 0.

It means that for a point A we have 1-dimensional family of legendrian lines through A, this
family is just a plane.

Therefore the number of legendrian lines through 1 point and 1 line equals 1.
Let’s observe one important property of legendrian lines. One can think about a line l in CP 3 as

four section x, y, z, w ofO(1) on CP 1. LetX,Y, Z,W be the roots of x, y, z, w, x = a0+b0s,X = −a0
b0
,

y = a1 + b1s, etc.

Proposition 4.1.15. The following three conditions are equivalent:

• the line l is legendrian,

• y(X)/z(X) = w(Z)/x(Z),

• x(Y )/w(Y ) = z(W )/y(W ).
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Proof. Look at table with values of x, y, z, w in X,Y, Z,W .
X = (0, a1b0−b1a0

b0
, a2b0−b2a0

b0
, a3b0−b3a0

b0
)

Y = (a0b1−a1b0b1
, 0, a2b1−a1b2

b1
, a3b1−a1b3

b1
)

Z = (a0b2−a2b0b2
, a1b2−a2b1

b2
, 0, a3b2−a2b3

b2
)

W = (a0b3−a3b0b3
, a1b3−a3b1

b3
, a2b3−a3b2

b3
, 0)



Question 19. Is it possible to generalize this theorem for the curves of higher degree? As we see in
Example 4.2.6, the straightforward generalization is not true.

4.1.5 Legendrian cubics via Macaulay2

clearAll
--coefficients of the paramatrisation of the cubic
mainvar=(a0,a1,a2,a3,b0,b1,b2,b3,c0,c1,c2,c3,d0,d1,d2,d3)
R=QQ[mainvar]
P=R[s]
--polynomials for each coordinate
x=a0+a1*s+a2*s*s+a3*s*s*s
y=b0+b1*s+b2*s*s+b3*s*s*s
z=c0+c1*s+c2*s*s+c3*s*s*s
t=d0+d1*s+d2*s*s+d3*s*s*s

cont = y*diff(s,x)-x*diff(s,y)+t*diff(s,z)-z*diff(s,t)
--in M we have our relation for variables since in cont (as a polynomial in z) all the coef. should be zeroes
(C,M) = coefficients cont
(A,B,C)=(0,1,-1)

xA=sub(x,{s=>A})
xB=sub(x,{s=>B})
xC=sub(x,{s=>C})

yA=sub(y,{s=>A})
yB=sub(y,{s=>B})
yC=sub(y,{s=>C})

zA=sub(z,{s=>A})
zB=sub(z,{s=>B})
zC=sub(z,{s=>C})

tA=sub(t,{s=>A})
tB=sub(t,{s=>B})
tC=sub(t,{s=>C})
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--choose kind of random points
(p11,p12,p13,p14)=(29,-6,13,11)
(p21,p22,p23,p24)=(-3,-17,7,-5)
(p31,p32,p33,p34)=(16,-5,6,23)
--conditions that our curve passes through chosen points
(i1,i2,i3)=(p14*xA-p11*tA,p14*yA-p12*tA,p14*zA-p13*tA)
(j1,j2,j3)=(p24*xB-p21*tB,p24*yB-p22*tB,p24*zB-p23*tB)
(k1,k2,k3)=(p34*xC-p31*tC,p34*yC-p32*tC,p34*zC-p33*tC)

use R
N= M_0
l=i->lift(i,R)

J = ideal(i1,i2,i3,l(N_0),l(N_1),l(N_2),l(N_3),l(N_4))
S = minimalPrimes J
J0 = S_0
J1 = S_1
J2 = S_2
--S_3 does not exist

di=i->dim variety i
use P
Null = ideal(x,y,z,t) --if Null is a subset of our ideal,
-- it means that x,y,z,t are all zeroes at some point,
-- so we are not interested in such coefficients a0,a1, ...

di J0 -- 7
di J1 -- 8 that raise our suspicions...
di J2 -- 7

--ideal(s-A) means evaluation at A
isSubset(Null, promote(J0,P)+ideal(s-A)) -- false,
isSubset(Null, promote(J1,P)+ideal(s-A)) --true, eliminate!
isSubset(Null, promote(J2,P)+ideal(s-A)) --false

use R
S0 = minimalPrimes (J0+ideal(j1,j2,j3))
J00=S0_0
J01=S0_1
--S0_2 do not exist

use P
isSubset(Null, promote(J00,P)+ideal(s-B)) --false
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isSubset(Null, promote(J01,P)+ideal(s-B))--true! eliminate

use R
S01 = minimalPrimes (J00+ideal(k1,k2,k3))
J000=S01_0
J001=S01_1

use P
isSubset(Null, promote(J000,P)+ideal(s-C)) --false
isSubset(Null, promote(J001,P)+ideal(s-C)) --true eliminate

di J000--1
degree J000--1, so it is linear!
---------
S2 = minimalPrimes (J2 + ideal(j1,j2,j3))
J20=S2_0
--S2_1 does not exist

isSubset(Null, promote(J20,P)+ideal(s-B)) --true, eliminate!

As we see, we impose all the constrains on the coefficients ai, bi, ci, di and found that the subvariety
of the coefficients of legendrian cubics through three generic points is of dimension one (as expected)
and of degree one (it was not expected).

4.1.6 Legendrian cubics

Any rational non-planar cubic is equivalent to (t, t2, t3, 1). We can choose a contact form ω1 such
that (t, t2, t3, 1) was legendrian with respect to it.

Lemma 4.1.16. The cubic (t, t2, t3, 1) is legendrian with respect to only one contact structure
ω1 = 3ydx− 3xdy + wdz − zdw.

Proof. Direct calculation, using (4.1).

We fix the contact form w1, then by a contactomorphism we can bring any three generic points
to (0, 0, 0, 1), (1, 1, 1, 1), (−1, 1,−1, 1). The main result of this section is the following theorem (in
the previous Section we already predicted that the family of such curves should be parametrized by
a line).

Theorem 4.1.17. All the rational cubics passing through (0, 0, 0, 1), (1, 1, 1, 1), (−1, 1,−1, 1) and
tangent to ω1 = 3ydx− 3xdy + wdz − zdw are of the form

l(t, µ) = (t, t2 + µ(t− t3), t3, 1− 3µ(t− t3)). (4.6)

The result of the theorem is not surprising. We have the orbit of the action of Stab3
µ (see 4.3) on

(t, t2, t3, 1). Therefore, the only problem is to show that there are no other solutions.
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Corollary 4.1.18. For each complex contact form on CP 3 the number of contact rational cubics
through three generic points and a line in general position is equal to three.

Proof. We intersect the family (4.6) with a generic line L of the type (t′, p1 +q1t
′, p2 +q2t

′, p3 +q3t
′).

Because of the genericity, L does not pass through (0, 0, 0, 1) = l(0, µ), therefore we may suppose
that at any intersection of L and l(t, µ) we have t 6= 0. Therefore, at a point of intersection we have
t′ = ct for some c, and then

p1 + q1t
′ = c(t2 + µ(t− t3)), p2 + q2t

′ = ct3, p3 + q3t
′ = c(1− 3µ(t− t3)). (4.7)

We have 3(p1 + q1t
′) + p3 + q3t

′ = c(3t2 + 1), therefore, substituting t′ = ct we obtain c =
3p1+p3

3t2−3q1t−q3t+1
. Then, using the first equality in (4.7), we get µ = p1+q1ct−ct2

c(t−t3)
. Then, since c(t3−q2t) =

p2, we have t3 − q2t = p2
3p1+p3

(3t2 − 3q1t − q3t + 1). Choosing p2, q2 appropriately, we see that the
last equation usually has three roots.

Proof of Theorem 4.1.17. Each rational cubic curve has a parametrization of the form

(a0 + a1t+ a2t
2 + a3t

3, b0 + b1t+ b2t
2 + b3t

3, c0 + c1t+ c2t
2 + c3t

3, d0 + d1t+ d2t
2 + d3t

3).

We may suppose that our cubic passes through points (0, 0, 0, 1), (1, 1, 1, 1), (−1, 1,−1, 1) at t =
0, 1,−1 respectively. Substituting t = 0 in the parametrization, we obtain a0 = b0 = c0 = 0, d0 = 1.
Substitutions t = ±1 give us

a1 + a2 + a3 = b1 + b2 + b3 = c1 + c2 + c3 = 1 + d1 + d2 + d3,

a1 − a2 + a3 = −b1 + b2 − b3 = c1 − c2 + c3 = 1− d1 + d2 − d3.

Therefore, a2 = b1 + b3 = c2 = d1 + d3, a1 + a3 = b2 = c1 + c3 = 1 + d2.
Substituting indeterminates with bigger indices as functions of the indeterminates with smaller

indices we obtain that our curve is parametrized by

(a1t+ a2t
2 + (b2 − a1)t3, b1t+ b2t

2 + (a2 − b1)t3, c1t+ a2t
2 + (b2 − c1)t3, 1 + d1t+ (b2 − 1)t2 + (a2 − d1)t3).

Evaluate the form 3ydx− 3xdy + wdz − zdw on the curve we obtain

3(b1t+ b2t
2+(a2 − b1)t3)(a1 + 2a2t+ 3(b2 − a1)t2)− 3(a1t+ a2t

2 + (b2 − a1)t3)(b1 + 2b2t+ 3(a2 − b1)t2)+

(1 + d1t+ (b2 − 1)t2 + (a2 − d1)t3)(c1 + 2a2t+ 3(b2 − c1)t2)−
(c1t+ a2t

2 + (b2 − c1)t3)(d1 + 2(b2 − 1)t+ 3(a2 − d1)t2) = 0.

The coefficient before t0 should be equal to 0, so c1 = 0. The parametrization rewrites as

3(b1t+ b2t
2 + (a2 − b1)t3)(a1 + 2a2t+ 3(b2 − a1)t2)− 3(a1t+ a2t

2 + (b2 − a1)t3)(b1 + 2b2t+ 3(a2 − b1)t2)+

(1 + d1t+ (b2 − 1)t2 + (a2 − d1)t3)(2a2t+ 3b2t
2)− (a2t

2 + b2t
3)(d1 + 2(b2 − 1)t+ 3(a2 − d1)t2) = 0.

Coefficient before t1 equals 2a2, so a2 = 0.
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3(b1t+ b2t
2−b1t3)(a1 + 3(b2 − a1)t2)− 3(a1t+ (b2 − a1)t3)(b1 + 2b2t− 3b1t

2)+

(1 + d1t+ (b2 − 1)t2 − d1t
3)(3b2t

2)− (b2t
3)(d1 + 2(b2 − 1)t− 3d1t

2) =

3(b1t+ b2t
2−b1t3)(a1 + 3(b2 − a1)t2)− 3(a1t+ (b2 − a1)t3)(b1 + 2b2t− 3b1t

2)+

b2t
2(3 + 3d1t+ 3(b2 − 1)t2 − 3d1t

3 − d1t− 2(b2 − 1)t2 + 3d1t
3) =

3(b1t− b1t3)(a1 + 3(b2 − a1)t2)− 3(a1t+ (b2 − a1)t3)(b1 − 3b1t
2)+

b2t
2(3(b2 − a1)t2 − 3a1 + 3 + 2d1t+ (b2 − 1)t2) =

b1t
3(−3a1−9(b2 − a1)t2 + 9(b2 − a1) + 9a1 − 3(b2 − a1) + 9(b2 − a1)t2) + b1t(3a1 − 3a1)+

b2t
2(3(b2 − a1)t2 − 3a1 + 3 + 2d1t+ (b2 − 1)t2) =

6b1b2t
3 + b2t

2(3(b2 − a1)t2 − 3a1 + 3 + 2d1t+ (b2 − 1)t2) =

b2t
2(6b1t+ 3(b2 − a1)t2 − 3a1 + 3 + 2d1t+ (b2 − 1)t2) =

b2t
2(t(6b1 + 2d1) + t2(4b2 − 3a1 − 1)− 3a1 + 3) = 0

Therefore, either b2 = 0 or a1 = 1, b2 = 1, d1 = −3b1.
In the first case the curve is going to be like

(a1t− a1t
3, b1t− b1t3, 0, 1 + d1t− t2 − d1t

3) = (a1t, b1t, 0, 1 + d1t).

what is not really a cubic, but in the second case we have

(t, b1t+ t2 − b1t3, t3, 1− 3b1t+ 3b1t
3) = (t, t2 + µ(t− t3), t3, 1− 3µ(t− t3)).

As we predicted in the previous Section, we obtained a linear family of cubics.

Remark 4.1.19. One can look at what happens in the limiting case µ = ∞. The family of curves
converges to a point (0,−1/3, 0). From the other hand their tangent vectors at t = 0, 1,−1 converge
to (0, 1, 0), (−3,−4,−3), (3,−4, 3) respectively. So, contact lines from (0, 0, 0, 1), (1, 1, 1, 1), (−1, 1,−1, 1)
with these tangent vectors all intersect in (0,−1/3, 0). So, this family converges to these three lines,
these three lines with the embedded point (0,−1/3, 0) is a point on the boundary of the Hilbert
scheme of rational cubics in CP 3 (see [136] for more details about the compactification of the space
of rational cubics).

Question 20. If it is true for higher degree? The hypothesis is that it is always d legendrian rational
curves of degree d pass through d generic points and a line. Indeed, we take the one dimensional
family of the degree d legendrian curves through d points in a plane L and write the equation of
the surface that they sweep. Then we intersect this surface with L. We obtain a collection of d
lines in the intersection, therefore the degree of the surface is at least d, therefore there is al least d
legendrian curves through d generic points and one generic line. Also, this approach works for any
genus, as long as the set of the curves is not empty.

96



4.1.7 Cubic surface containing the family of legendrian cubics

Here we find the equation of the surface containing all the cubics in the previous subsection. The
equation of this surface is F (x, y, z, w) = 2x3 +21x2z−27y2z−54yzw−27zw2 +60xz2 +25z3. Such
a surface intersects a generic line in three points, this gives another proof of Corollary 4.1.18.

We found the family of legendrian cubics through (0, 0, 0, 1), (1, 1, 1, 1), (−1, 1,−1, 1) and tangent
to ω1 = 3ydx−3xdy+wdz−zdw. Therefore the family (3t, t2 +µ(t− t3), t3, 1−3µ(t− t3)) is tangent
to ω = ydx− xdy+wdz− zdw but passes through (0, 0, 0, 1), (3, 1, 1, 1), (−3, 1,−1, 1). Therefore we
apply the contactomorphism

ψ =


1/2 0 −1/2 0
0 1 0 0
0 0 1 0
0 1/2 0 1/2


which brings these three points to the standard ones.
After the action of ψ the parametrization of the family of legendrian rational cubics through

(0, 0, 0, 1), (1, 1, 1, 1), (−1, 1,−1, 1) is

(3t− t3, 2t2 + 2µ(t− t3), 2t3, 1 + t2 − 2µ(t− t3)). (4.8)

In the following computation we choose the affine coordinates (x/z, y/z, 1, w/z).

R=QQ[x,y,w]
T=QQ[t,m]
cubic ={(3*t^2-1)/(2),(2*t^1+2*m*(t^2-1))/(2),(t^3+t^1-2*m*(t^2-1))/(2)}
--isContact(-t^3+3*t,2*t^2+2*m*(t-t^3),2*t^3,t^2+1 - 2*m*(t-t^3),t)
f=map(T,R,cubic)
I=ker f
l=mingens I
g=l_0_0 -- 2x^3+21x^2-27y^2-54yw-27w^2+60x+25
R=QQ[x,y,z,w]
g1=2*x^3+21*x^2*z-27*y^2*z-54*y*z*w-27*z*w^2+60*x*z^2+25*z^3
g1-g --=0
sub(g1,{x=>3*t-t^3,y=>2*t^2+2*m*(t-t^3),z=>2*t^3,w=>1+t^2-2*m*(t-t^3)})
sub(g1,{x=>0,y=>0,z=>0,w=>1})--=0
sub(g1,{x=>1,y=>1,z=>1,w=>1})--=0
sub(g1,{x=>-1,y=>1,z=>-1,w=>1})--=0

-- surface containing all legendrian cubics through (0,0,0,1),(1,1,1,1),(-1,1,-1,1)
cubicSurface=(x,y,z,w)->(-2*x^3-21*x^2*z+27*y^2*z-60*x*z^2-25*z^3+54*y*z*w+27*z*w^2)

--check if the functions x(s),y(s),...give a contact curve
isContact = (x,y,z,w,s)->
(
a:= y*diff(s,x)-x*diff(s,y)+w*diff(s,z)-z*diff(s,w)

)
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4.2 Tropicalization of legendrian curves

In what follows we suppose that small letters stand for complex numbers of complex-valued func-
tions of t. By the same big letters we denote the corresponding limit of logt. For example,
limt→∞ logt a(t) = A. We do not specify each time whether a small letter stands for a function
or is a complex number, because it is clear from the context.

Definition 4.2.1. A tropical curve C ⊂ TP 3 is a tropical legendrian curve if there is a family
Ct ⊂ CP 3 of complex legendrian curves, such that limt→∞ logt(Ct) = C in the Hausdorff sense.

Now we state the problem: given three points P1, P2, P3 ∈ TP 3 in general position, we want to
describe the family S(P1, P2, P3) of tropic legendrian cubics through them.

Proposition 4.2.2. The problem is correct in the sense that the set of the tropicalizations of the
legendrian curves through generic liftings of P1, P2, P3 to the families of points pt1, pt2, pt3 such that
limt→∞ logt(p

t
i) = Pi coincide.

Proof. Indeed, a small change of points p1, p2, p3 to p′1, p′2, p′3 affects St(p1, p2, p3) only a few, because
we can apply the contactomorphism which brings p1, p2, p3 to p′1, p′2, p′3, and since we found its form,
we see that its matrix is close to the identity matrix. That finishes the proof.

Similar statements are valid in general situation. If we consider some family of complex curves,
then the dimension of the deformation space of a generic curve in this family coincides with the
dimension of the deformation space of a generic tropical curve in the corresponding family of tropical
curves. From the other hand, if a generic complex curve is superabundant, the same is true for the
corresponding tropical curves. Another argument could be that the family of legendrian curves
through three points sweeps a cubic surfaces, and we can look at the tropicalization of this surface.

4.2.1 Tropical legendrian lines

Consider a tropical legendrian line L, i.e. L is the limit of legendrian complex lines lt.
Equations in Proposition 4.1.15 survive under tropical limit, and in the same notation but in

the tropical situation we have y(X) + x(Z) + x(Y ) + y(W ) = z(X) + w(Z) + z(W ) + w(Y ). But
(x(Y ), y(X), z(X), w(Y )) is the coordinates of the first vertex and (x(Z), y(W ), z(W ), w(Z)) is the
coordinates of the second. So, sum of two vertices lies on the plane X + Y = Z + W , we call this
condition divisibility condition and it completely defines tropical legendrian lines.

Consider a tropical curve C ⊂ T3, pick an edge E of C with two vertices A,B.

Definition 4.2.3. We say that a tropical curve looks like a legendrian line along the edge E if

• the edge E is parallel to the vector (1, 1, 0),

• A belongs to the part of T3 where X+Y < Z, degree of A is three, and two other edges (others
than E) from A are parallel to (1, 0, 0) and (0, 1, 0),

• B belongs to the part of T3 where X + Y > Z, degree of B is three, and two other edges
(others than E) from B are parallel to (0, 0, 1) and (1, 1, 1).
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We say that C satisfies the tropical legendrian divisibility property along E if C looks like legendrian
line along E and the middle point of E belongs to the plane X + Y = Z.

We say that C satisfies the tropical legendrian divisibility property if for each edge E of C,
either C does not look like a legendrian line along E or C satisfies the tropical legendrian divisibility
property along E.

Proposition 4.2.4. All the tropical lines satisfying the tropical legendrian divisibility property can
be obtained as tropical limits of complex legendrian curves.

Proof. If a tropical line has vertices of the type (A,B,C), (A′, B′, C ′) with A+A′+B+B′ = C+C ′

then these two points are of the following types.

• (A,B,A + B + X), (A + X,B + X,A + B + X) and the corresponding family of legendrian
curves are (tA + tAs, 2tB + tBs, tA+B+X + tA+Bs)

• (A,B,A+B), (A+X,B,A+B +X) and (tA + tAs, tB + tB−Xs, tA+B − (tA+B − tA+B−X)s)

• (A,B,A+B), (A,B +X,A+B +X), similar to the previous case.

4.2.2 Tropical legendrian cubic curves via Macaulay2

We found all the legendrian cubics through (0, 0, 0, 1), (1, 1, 1, 1), (−1, 1,−1, 1), but if we tropicalize
these points, they go to (−∞,−∞,−∞), (0, 0, 0), (0, 0, 0) in the affine coordinates, which seems
to be not very interesting. We want to tropical tropical legendrian curves through three points
(X1, Y1, Z1), (X2, Y2, Z2), (X3, Y3, Z3) ∈ T3 with different Z1, Z2, Z3 and Xi+Yi ≤ Zi. We start with
an example.

Example 4.2.5. Let (X1, Y1, Z1) = (9, 2, 14), (X2, Y2, Z2) = (−16,−23,−2), and (X3, Y3, Z3) =
(−31,−22,−12). Then, by direct calculation we can find the tropical cubic, it is given by max(3x+
321, 2x+y+328, 2x+z+327, 2x+325, x+y+z+334, x+y+332, x+z+347, x+2y+335, x+2z+349, x+
337, 3y+ 342, 2y+ z+ 340, 2y+ 328, y+ 2z+ 356, y+ 342, y+ z+ 354, 3z+ 347, 2z+ 361, z+ 359, 347)

Then we can directly find one of the legendrian curves, it is drawn in the surface.

fs = {3*x + 321, 2*x + y + 328, 2*x + z + 327, 2*x + 325, x + y + z + 334, x + y + 332,
x + z + 347, x + 2*y + 335, x + 2*z + 349, x + 337, 3*y + 342, 2*y + z + 340,
2*y + 328, y + 2*z + 356, y + 342, y + z + 354, 3*z + 347, 2*z + 361, z + 359, 347};

conds = Table[{Equal @@ fs1,
And @@ Table[First@fs1 >= f, {f, Complement[fs, fs1]}]}, {fs1, Subsets[fs, {2}]}];

aa = ContourPlot3D[
x - y == 15, {x, -50, 50}, {y, -50, 50}, {z, -50, 50},
ContourStyle -> {Yellow, Opacity[0.5]},
AxesLabel -> {"x", "y", "z"}];

cc = Graphics3D[{PointSize[Large], Green, Point[{9, 2, 14}], Green,
Point[{-16, -23, -2}], Green, Point[{-31, -22, -12}]}];
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bb = Table[
ContourPlot3D[Evaluate@First@c, {x, -32, 50}, {y, -32, 50}, {z, -32, 50},
RegionFunction -> Function[{x, y, z} , Last@c], AxesLabel -> {x, y, z},
ContourStyle -> Directive[Orange, Opacity[0.5]]], {c, conds}];

s1 = Graphics3D[{AbsoluteThickness[10], Blue,
Line[{{26/3, 26/3 - 15, -50}, {26/3, 26/3 - 15, -12}}]}];

s2 = Graphics3D[{AbsoluteThickness[10], Blue,
Line[{{26/3, 26/3 - 15, -12}, {12, -3, 2}}]}];

...
(*s1,s2,... stands for parts of the blue tropical curve *)
Show[bb, cc, s1, s2, s4, s5, s6, s7, s8, s9, s10, s11, s12, s13, s14, s15,

PlotRange -> {{-20, 20}, {-20, 20}, {-20, 20}}]

Figure 4.1: The tropical cubic containing all the legendrian cubics through
(9, 2, 14), (−16,−23,−2), (−31,−22,−12).

On Figure 4.1 we see that even though the three chosen points are in the part X+Y < Z, we can
not guarantee that the part of the curve in X + Y > Z will be in one plane of the type X − Y = c.

If we choose our three fixed points not in the part X + Y < Z, then the picture becomes even
more complicated, see Figure 4.2.

4.2.3 Code for producing tropical legendrian curves and their spanning surface

We want to draw the tropical cubic surface which contain the tropical legendrian lines through three
fixed points. So, we choose three points, which have desired tropical limits as t tends to infinity.
Then, using code in Section 4.2 we find the contactomorphic matrix M which brings our points to
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Figure 4.2: The tropical cubic containing all the legendrian cubics through
(20, 2, 17), (20, 18, 25), (12, 20, 5).

the standard ones, and then we know the explicit equation (4.8) for the cubic surface, containing all
the legendrian rational cubics through these three standard points. UsingM , we obtain the equation
of such a surface for our points, then we take the valuation.

S=QQ[p]

a1=2*p^(13)
b1=2*p^(20)
c1=p^(33)
a2=2*p^(11)
b2=2*p^(5)
c2=p^(31)
a3=2*p^(4)
b3=2*p^(13)
c3=2*p^(27)

M1=transformation(a1,b1,c1,a2,b2,c2,a3,b3,c3,S);
R=S[symbol x, symbol y,symbol z,symbol w,s,m, Degrees=>

{{1,0,0},{0,1,0},{0,0,1},{0,0,0},{0,0,0},{0,0,0}}]

M3=matrix{{x},{y},{z},{w}}
mma=(inverseMatrix(M1,S)*M3)_0
(x1,y1,z1,w1)=(mma_0,mma_1,mma_2,mma_3)
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g=cubicSurface(x1,y1,z1,w1)

leadterms2:=(ww)->(
(M,C):=coefficients(ww, Variables=>{x,y,z,w});
C1:=matrix(for i in entries(C_0) list (degree lift(leadTerm(i),S)));
(M*C1)_(0,0))
gg=leadterms2(g)

mon = {x^3,x^2*y,x^2*z,x^2*w,x*y*z,x*y*w,x*z*w,x*y^2,
x*z^2,x*w^2,y^3,y^2*z,y^2*w,y*z^2,y*w^2,y*z*w,z^3,z^2*w,z*w^2,w^3}

ggg=for i in mon list ((matrix{degree(i)}* matrix{{x},{y},{z},{0}})+coefficient(i,gg))
ans= html(for i in ggg list i_0_0)

The variable ans gives us

{3*x+228, 2*x+y+217, 2*x+z+208, 2*x+236, x+y+z+203, x+y+230, x+z+223, x+2*y+209,
x+2*z+192, x+250, 3*y+200, 2*y+z+196, 2*y+223, y+2*z+185, y+243, y+z+216,
3*z+172,2*z+205, z+236, 263}

which we put into the code in Example 4.2.5 as fs. This gives the following pictures, Figure 4.3:

Figure 4.3: The tropical cubic containing all the legendrian cubics through
(13, 20, 33), (11, 5, 31), (4, 13, 27).

Example 4.2.6. Now we are ready to find some concrete examples of tropical legendrian rational
cubic curves. A priori, it is not simple, because all what we have is only the parametrization of a
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curve. If we try to directly take the valuation of the parametrization, we obtain only a part of our
curve. So, we will use another approach. A rational curve can by determined by the toots of its
coordinates. So, if a curve has a parametrization of the type (x(s), y(s), z(s), w(s)), we find x0, x1, x2

which approximate the roots of x(s), i.e. val(x(xi)) << 0, then we do the same for other coordinate
functions. Then we can calculate (val(x(x0)), val(y(x0)), val(z(x0)), val(w(x0))), and then the same
for xi, yi, zi, wi, i = 1, 2, 3.

While trying to find x0 we sometimes experience the problem that we need to take square or
cubic roots. The way to avoid such problems is to choose an appropriate prime number such that
the Newton method for finding roots of polynomials.

S=QQ[p]
N=2897
S=ZZ/N[p]
a1=1/p^4
b1=1/p^4
c1=p^4
a2=3*p^12
b2=4/p^8
c2=5*p^(12)
a3=6*p^16
b3=7*p^(8)
c3=2*p^(32)

R=QQ[s,m,t,Inverses => true,MonomialOrder => Lex]
if char(S)>0 then R=ZZ/N[s,m,t,Inverses => true,MonomialOrder => Lex]
var={s,m}
mapR=map(R,S,{t})
M1=transformation(a1,b1,c1,a2,b2,c2,a3,b3,c3,S);
T1=mapR(M1);

--function f(s) of degree 3, starting point x0, number of iterations is k
newton:=(f,s0,k)->(

s1:=s0;
f1:=sub(f,{s=>s+s1});
(a,b):=coefficients(f1,Variables=>{s});
d1:=degree leadTerm(b_0_3);
d2:=degree leadTerm(b_0_2);
d:=d1-d2;
den:=0;
cc:=0;
for i from 1 to k do(

f1=sub(f,{s=>s+s1});
(a,b)=coefficients(f1,Variables=>{s});
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d1=degree leadTerm(b_0_3);
d2=degree leadTerm(b_0_2);
d=d1-d2;
cc=(coefficient(t^(d2_0),leadTerm(b_0_2)));
if char(R)==0 then den=1/cc else (

for i from 1 to N do (if mod(i*cc-1,N)==0 then den=i);
);

s1=s1-t^(d_0)*(coefficient(t^(d1_0),leadTerm(b_0_3)))*den;
);

s1
)

--calculates the valuation of curve f(s,m) with s=s1 and mu=m1
--then the resulting affine coordinate
setpoint:=(s1,m1,curve)->(

point:=sub(curve,{s=>s1,m=>m1});
ll:=degree(point_0_3);
(degree(point_0_0) -ll,degree(point_0_1) -ll,degree(point_0_2) -ll)

)

leadterms:=(ww)->(
(M,C):=coefficients(ww, Variables=>var);
C1:=transpose matrix{for i in entries(C_0) list (degree leadTerm(i))_0};
(M*C1)_(0,0))

Tcoeff:=(w)->(coefficients(w,Variables=>{s})
)

--2 all contact cubic curves
curve=matrix{{-s^3+3*s},{2*s^2+m*(s-s^3)},{2*s^3},{s^2+1 - m*(s-s^3)}}
result1=T1*curve;
result=result1;
--3 we have result1, which is the curve over S, need to draw, but...
x:=result_0_0;
y:=result_0_1;
z:=result_0_2;
w:=result_0_3;
for i from 0 to 3 do (print leadterms(result_0_i))

m0=t^2
for i from -30 to 5 do print setpoint(t^(i),m0,result)
f=sub(z,{m=>m0,s=>s});

leadterms(x)
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f=sub(x,{m=>m0});
rx1=newton(f,t^(-18),10)
rx2=newton(f,1,10)
rx3=newton(f,-1,10)
setpoint(rx3,m0,result)

leadterms(y)
f=sub(y,{m=>m0})
ry1=newton(f,t^(-4),20)
ry2=newton(f,1,10)
ry3=newton(f,-1,10)
setpoint(ry2,m0,result)

leadterms(z)
f=sub(z,{m=>m0});
rz1=newton(f,t^(-10),10)
rz2=newton(f,94*t^(-1),10)
rz3=newton(f,-94*t^(-1),10)
setpoint(rz3,m0,result)

leadterms(w)
f=sub(w,{m=>m0});
rw1=newton(f,-1+t^(-10),10)
rw2=newton(f,-1+132*t^(-5),10)
rw3=newton(f,-1-132*t^(-5),10)
setpoint(rw1,m0,result)

As always, the first few terms of the roots we need to find by hands, look at w-coordinate. The
number 132 and 2897 are chosen in such a way that the series in t for roots of w may be written
using integer (finally, sure, from a finite field) coefficients.

Calculating setpoint(..., m0,results) for ...=rx1,rx2,...rw3 we obtain the following points on our
curve: (−4, 8, 32), (22,−12, 32), (−8,−2, 12), (12,−28, 12), (−24,−4, 4), (10,−44, 6), (13,−1,−1),

(13,−1,−3), (8,−4,−16), (44, 30, 52), (37, 23, 40), (37, 23, 40).
So, we find the vertices of our curve: (22, 8, 32), (12,−2, 12) — these are the vertices lying in the

planes Z = 32 and Z = 12. As it should be, X − Y = 14 for both vertices as the rest of the curve in
the part X + Y > Z should be in a plane X − Y = c. But at the bottom we see a different picture.
The leg going to −∞ by X coordinate comes to the vertex (8,−4, 4) on X + Y = Z, where the leg
going to −∞ by Z-coordinate branches. Then the curve goes to (10,−4, 6), where the leg, going to
−∞ by Y -coordinate, branches. Also, the curve came to the plane X − Y = 14 in order to unify
with the other parts of the curve. The rest of the curve is also uniquely determined, see Figure 4.4.

As we see in this example, we have a part of tropical cubic curve which looks like a tropical line.
Also, it has vertices (22, 8, 32) and (24, 10, 32). As we see, (22 + 8) + (24 + 10) = 32 + 32, i.e. the
middle point of the interval between the vertices is on the plane X + Y = Z.

105



Figure 4.4: On the left, the tropical cubic surface and the plane X −Y = 14, on the right we see the
part of our curve, in X − Y = 14 with X + Y ≥ Z.

We list here the values of the coordinates at the roots of the other coordinates.−∞ 8 32 0
−∞ −2 12 0
−∞ −4 4 0

 10 −∞ 6 0
12 −∞ 12 0
22 −∞ 32 0

 13 −1 −∞ 0
13 −1 −∞ 0
8 −4 −∞ 0

 14 0 22 −∞
14 0 17 −∞
14 0 17 −∞


This example is related to Question 19. It is not clear what and how should something be added

in order to obtain a similar identity. Direct attempt would be something like the following. Denote
by Y (X) the sum of Y -coordinate at the roots of X-coordinate. If we try to verify the identity
Y (X)− Z(X) = W (Z)−X(Z), we see that it does not hold.

4.3 Tropical differential forms

4.3.1 Infinitesimal considerations via logarithmic Gauss derivative

We define logarithmic Gauss derivative, cf. [103, 110, 131].

Definition 4.3.1. For s ∈ K and f : K → K we define the logarithmic Gauss derivative γtrop at s
by (γtropf)(s) = sf

′(s)
f(s) . So, γ

tropf is a function K→ K.

We are going to study the logarithmic Gauss derivates of tropical functions. We start with a
polynomial f : K → K where K is a valuation field, f(s) =

∑n
i=0 ais

i. The tropicalization of f is
Trop(f)(S) = maxni=0(val(ai) + iS), where S = val(s) is the tropical parameter.

Lemma 4.3.2. Consider s ∈ K, S = val(s) and k such that val(ak) + kS > val(ai) + iS for all
i ∈ 0, . . . , n, i 6= k. In this case,
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• if k 6= 0, then val(f ′(s)) = val(f(s)) − val(s). Also, γtropf(s) = k+ higher order terms,
val(γtropf(s)) = 0;

• if k = 0, then val(f ′(s)) < val(f(s))− val(s), and val(γtropf(s)) < 0.

Proof. We calculate f ′(s) =
∑n

i=1 iais
i−1. Note that val(ais

i) = val(iais
i−1) + S except the case

i = 0. Therefore maxni=0(val(ai) + iS) = maxni=1(val(iai) + (i−1)S) +S everywhere except the place
where the maximum is attained for i = 0. To resolve the case i = 0 we consider g =

∑n
i=1 ais

i.
Clearly, f ′ = g′, val(g(s)) < val(f(s)) for s such that the monomial a0 strictly dominates all the aisi

in f . Now, for the function g we have the equality val(g′(s)) = val(g(s)) − val(s), which concludes
the proof.

4.3.2 Tropical legendrian lines and tropical forms

We consider a rational cubic curve C over K parametrized by

(x, y, z, w) = (a0 +a1s+a2s
2 +a3s

3, b0 +b1s+b2s
2 +b3s

3, c0 +c1s+c2s
2 +c3s

3, d0 +d1s+d2s
2 +d3s

3).
(4.9)

Lemma 4.3.3. If C ⊂ K3 is legendrian curve, a point p = (x, y, z) ∈ C and val(xy) > val(z), then
the difference between the X-coordinate and Y coordinate of Trop(C) near Val(p) is locally constant.

Proof. We substitute this parametrization into the form ω = ydx+ xdy+wdz+ zdw. Let us choose
local parametrization such that w = 1. The condition that our curve is legendrian is

x(s)y(s)

(
x′(s)

x(s)
− y′(s)

y(s)

)
+ z(s)

(
z′(s)

z(s)

)
= 0. (4.10)

Locally, val(x(s)), val(y(s)), val(z(s)) are tropical polynomials, so we can apply the reasoning
form Lemma 4.3.2. Since γtropz(s) = val

(
dz
z (s)

)
+ val(s) is at most zero, then in order to have zero

in (4.10) we need that val(s)
(
x′(s)
x(s) −

y′(s)
y(s)

)
< 0 by Lemma 4.3.2, i.e. γtropx(s) = γtropy(s) locally.

Therefore either the leading term is constant in both x(s), y(s), or γtropx(s) = k+ higher order
terms, and γtropy(s) = l+ higher order terms, and so we have to have k = l.

Proposition 4.3.4. Analogously, we can prove that in the part val(xy) < val(z) a tropical legendrian
curve has locally constant Z-coordinate.

Definition 4.3.5. A tropical curve C ⊂ T3 = {(X,Y, Z)|X,Y, Z ∈ T} satisfies the tropical leg-
endrian tangency property, if in the part of the space X + Y > Z this curve C is tangent to the
distribution dX − dY , and in the part X + Y < Z this curve C is tangent to the distribution dZ.
In other words, if Z > X + Y (resp. Z < X + Y ), then the curve locally lies in a plane of the type
Z = const (resp. X − Y = const).

Proposition 4.3.6. A tropical legendrian curve C ⊂ TP 3 (Definition 4.2.1) satisfies the tropical
legendrian tangency property.

In particular, all the edges E of C with endpoints on different sides of the plane X + Y = Z are
parallel to the vector (1, 1, 0).
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Proof. Indeed, this proposition follows from Lemma 4.3.3 and Proposition 4.3.4.

Proposition 4.3.7. A tropical line L ⊂ T3 is a tropical legendrian line (Definition 4.2.1) if and only
if L satisfies the tropical legendrian divisibility property (Definition 4.2.3) and the tropical legendrian
tangency property (Definition 4.3.5).

Proof. We just verify that all the tropical legendrian lines (we have the full description in Proposi-
tion 4.2.4) satisfy the hypothesis of our proposition.

4.3.3 Tropical divisibility property for curves

Here we prove a version of the divisibility property (Definition 4.2.3) for the rational curves which
have only one intersection with the plane w = 0, such a curve always has a parametrization of the
type

(a0 + a1s+ a2s
2 + . . . , b0 + b1s+ b2s

2 + . . . , c0 + c1s+ c2s
2 + . . . , 1) ⊂ KP 3. (4.11)

Suppose that somewhere our parametrization looks like

(x(s), y(s), z(s)) = (· · ·+ als
l + · · ·+ aks

k + . . . , · · ·+ bks
k + . . . , c0 + · · ·+ cps

p + . . . ) (4.12)

in the affine coordinates. This notation means that on the interval for s that we consider, at
the beginning, the monomials alsl, bksk, c0 are the dominating monomials in the x, y, z coordinate
respectively. Then, at some moment, s = s1 in the x-coordinate the monomial aksk becomes
dominant. And then, at some moment s = s2 the monomial cpsp becomes dominant in the z-
coordinate. We suppose that nothing more happens during this period of time. That means that
the tropicalization C of our curve has the following behavior in between on val(s1) ≤ S ≤ val(s2).
The curve starts in the part Z ≥ X + Y of the space and has a vertex P at S = val(s1), because
val(als

l
1) = val(aks

k
1) and C change its direction. Then C goes to the part Z < X + Y and has a

vertex Q there, when val(c0) = val(cps
p
2). Also, these conditions mean that the leg of C which goes

from B to −∞ by Z-coordinate does not branch.

Theorem 4.3.8. In the above hypothesis, (k − l)P + pQ belongs to the plane X + Y = Z.

Proof. Let us find the valuation of the parameter s at the roots s1, s2 of the first and the third
coordinates, respectively. Then val(s1) = val(al)−val(ak)

k−l , val(s2) =
val(c0)−val(cp)

p . We denote Ak =
val(ak), Bk = val(bk), etc.

Therefore the coordinates of these two vertices of C are given by

A = (Ak + k
Al −Ak
k − l

, Bk + k
Al −Ak
k − l

, C0),

B = (Ak + k
C0 − Cp

p
,Bk + k

C0 − Cp
p

, C0).
(4.13)

The condition that (k − l)A+ pB belongs to the plane X + Y = Z is the following:

(k − l)Ak + k(Al −Ak) + (k − l)Bk + k(Al −Ak) + pAk+

k(C0 − Cp) + pBk + k(C0 − Cp) = (k − l + p)C0.
(4.14)
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So we need to verify that

Ak(k − l − k − k + p) +Al(k + k) +Bk(k − l + p) = 2kCp + C0(k − l + p− 2k). (4.15)

Since ydx− xdy + dz = 0, we have

(bks
k)(lals

l−1 + kaks
k−1)− (als

l + aks
k)kbks

k−1 = pcps
p−1.

This implies p− 1 = k+ l− 1 and (k− l)albk = pcp i.e. Al +Bk = Cp. Finally, it is easy to verify
that (4.15) follows from the equalities p− k − l = 0 and Al +Bk = Cp.

Remark 4.3.9. We can reformulate the conditions (4.11),(4.12) as follows. We consider a part of a
tropical curve C, an edge PQ of C, with the following conditions. The direction of the edge PQ is
(k, k, 0), the direction of edges from P are (l, k, 0) and (k− l, 0, 0), these edges are infinite legs of C.
Also Q has a vertical infinite leg in the direction (0, 0, p).

4.3.4 Divisibility conditions for “line”-similar parts of the tropical rational leg-
endrian cubics

Theorem 4.3.10. Suppose that a tropical rational legendrian cubic looks like a tropical legendrian
line (Definition 4.2.3) along an edge PQB. Then the middle point (P+Q)/2 of this edge PQ belongs
to the plane X + Y = Z.

Proof. Since our curve is a rational cubic, we always can choose a local parameter s such that this
part is given by

(a0 + a1s+ . . . , b0 + b1s+ . . . , c0 + c1s+ . . . , d0 + d1s+ . . . ) (4.16)

or
(a1s+ a2s

2 + . . . , b0 + b1s+ b2s
2 + . . . , c0 + c1s+ c2s

2 + . . . , d0 + d1s+ . . . ) (4.17)

such that for some parameter s0 we have val(a1s0) = val(a2s
2
0), val(b1s0) = val(b2s

2
0), val(c1s0) =

val(c2s
2
0), val(d0) = val(d1s0), because the second parametrization also looks like a line. We use the

same notation as in the previous section.
In the first case the proof is the same as for line, because we do not see the higher degree terms.

For the second case, it is also a computation. We evaluate the contact form on the curve and obtain
b0a1 +d0c1−c0d1 +s(2a2b0 +2d0c2)+s2(. . . ). This means A2 +B0 = D0 +C2 and B0 +A1 = C0 +D1

because C1 − C0 < D1 − D0. Now we compute the coordinates of the vertices of the curve, they
happen to be (A1 +B0 −B1, B0, C0, D0) and

(A2 + 2(C1 − C2), B2 + 2(C1 − C2), 2C1 − C2, D0), (4.18)

we need to verify that

A1 + 2B0 −B1 +A2 +B2 = C0 +D0 + 2C2 +D1 − C1. (4.19)

This follows from B1 −B2 = C1 − C0 = A1 −A2 = D0 −D1, B0 +A2 = D0 + C2.
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4.4 Tropical differential forms in legendrian geometry

We start with an example; then we briefly explain how this example proves the tropical legendrian
divisibility property. A formal proof with complete definitions will appear elsewhere.

4.4.1 Integration on a tropical line

Consider the line x + y + 1 = 0 and the form Ω = dx
x on it. We are going to study the behavior

of all these objects in the tropical limit, i.e. after the map Logt as t → ∞. Namely, we consider
the map ft obtained as Logt(C∗)2 → R2 followed by a retraction to the tropical curve C given by
max(X,Y, 0). Retraction is given by the map rC : R2 → C sending each point in R2 to the closest
point in C. So, ft = rC ◦ Logt.

Consider the integral of Ω over a preimage of the point (−a, 0) for a > 0. We have
∫
f−1(−a,0) Ω = 1,

because the curve f−1
t (−a, 0) = (αt−a + o(t−a), 1− αt−a + o(t−a)), α ∈ C, |α| = 1, is a circle around

a pole of Ω. The same is true for a point (a, a), a > 0. But the integral of Ω over the preimage of
(0,−a) is zero. Now we consider integral over pre-images of the intervals.

Let s be a lift of the interval [(−a, 0), (−a + e, 0)] using f−1
t . It is something like a path from

(t−a, 1 − t−a) to (t−a+e, 1 − t−a+e). Let us assume that s turns around the cylinder only some a
priori bounded number R of times. Then, the integral of Ω over this path is equal to a logarithm,
up to the constant R. So,

∫
s Ω is log(t−a+e)− log(t−a), i.e. e

ln(t) . The same formula holds when we
take a lift of a path on the diagonal edge of the tropical line.

Now compute integrals over vertical edge. Consider the following lift of [(0,−a), (0,−a − e)]:
take s as the preimage of a path from (1− t−a, t−a) to (1− t−a−e, t−a−e). The integral of Ω over this
path equals to log(1 − t−a−e) − log(1 − t−a) ∼ t−a

ln t . Similar effect can be observed for an abstract
tropical curve and a differential of the given type on it.

4.4.2 Tropical differential forms

Consider a tropical curve C. Let E be the set of edges of C, we take each edge in two exemplars,
with different orientations, the edge −e is the edge e ∈ E with reversed orientation. For a vertex v
of C we denote by deg(v) the degree of v. Also we suppose that each vertex of C is equipped with a
non-negative integer number g(v), the “genus” at v. A tropical differential form is a linear form on
the oriented edges of C, i.e. a correspondence ΩtropE → Z with Ωtrop(−e) = −Ωtrop(e) for all e ∈ E.

More detailed exposition of the following notions can be found in [96] (Definitions 1.25, etc).

Definition 4.4.1. We consider a family of forms Ωt on the curves Ct with only imaginary periods.
We say that this family converges to a tropical curve C and a differential form Ωtrop if there is a
family of maps pt : Ct → C with the following properties.

• if x ∈ C is not a vertex, then p−1
t (x) is circle,

• if x ∈ C is a vertex of C, then p−1
t (x) is a surface of genus g(v) with deg(v) boundary

components,

• if x, y ∈ C belong to the interior of an edge e ∈ E, then the length of the shortest geodesic
between two points in f−1(x) and f−1(y) is of the order ln ρ(x, y) + ln ln t, where ρ(x, y) is the
distance between x and y on e.
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• if x ∈ C is not a vertex, x belongs to an edge e ∈ E, then ω(x, t) =
∫

Ωtrop over p−1
t (x) satisfies

1

2πi
lim
t→0

ω(x, t) = Ωtrop(e) (4.20)

Here we suppose that the circe p−1
t (x) is oriented in such a way that the pull-back of E to Ct

and the tangent vector to the circle gives the oriented basis of Ct.

Proposition 4.4.2. It follows from the definition that if x, y ∈ C belong to the interior of an edge
e ∈ E, then for any liftings x′ ∈ p−1

t (x), y′ ∈ p−1
t (y) and s is a path (shortest possible) between x′, y′,

then limt→0 logt(
∫
s Ωt) = Ωtrop(e) · ρ(x, y).

Note that on the edges e with Ω(e) = 0 we can find the next term in the Taylor expansion of
limt→0 logt(

∫
s Ωt) in t. We generalize the example in Section 4.4.1 as follows. Let C has a vertex P

as a tropical line and ω = dx
x −

dy
y . Then, Ωtrop is 1 on two edges from P and 0 on the third edge e.

Lemma 4.4.3 (Refined value of a tropical form). In this case, Ωtrop on e can be though as 0+ln t ·ta,
where a is the distance to the vertex, in the sense of above expansion in t.

Question 21. It seems that the same lemma holds in the all the contexts of tropical geometry
(hyperbolic, analytical, complex), so it should be a language exercise to rewrite the proof (and
corresponding notions from [96]) in their languages.

4.4.3 Application of refined value of a tropical form to legendrian curves

Suppose that we have a tropical legendrian curve C which looks like a tropical legendrian line
(Definition 4.2.3) along an edge e ⊂ C. Then we consider the form (dxx −

dy
y ) on the left part of e.

As we can see, it satisfies the hypothesis of Lemma 4.4.3. So, take the point P at the intersection of
C with the plane X +Y = Z +W . Then the refined value of (dxx −

dy
y )trop at P is ln t · t−l where l is

the distance from P to the left vertex of e. We do the symmetric stuff for the right hand side of the
tropical curve and contact form, we get (dzz −

dw
w )trop = ln t · t−l′ where l′ is the distance from P to

the right vertex of e. Since xy/zw is of order of a constant near P and (dxx −
dy
y ) = zw

xy (dzz −
dw
w ) we

conclude that l = l′ which proves the tropical legendrian divisibility property in the full generality.
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Appendix A

Combinatorics of lattice width

Lattice polytopes materialize as soon as we have a polynomial. V.I. Arnold believed that all reason-
able properties of a generic polynomial’s zero set can be expressed in terms of its Newton polytope.
The simplest invariants are volume, number of integer points, lattice width.

Integer points counting leads to Erhart polynomial [17, 152], and has various applications in
algebraic geometry [16]. For example, the volumes and mixed volumes of the Newton pohyhedra
calculate the Euler characteristic of the intersection of corresponding varieties. Another example:
Hodge numbers of a toric variety can be read off the faces of its polyhedron [47].

With recent approach to lattice polygons ([38]), a lot of classical properties, i.e. gonality, Clifford
index of plane algebraic curves, etc., were interpreted in terms of lattice width ([39]). Also, the
lattice width has been used in [100] in a study of families of curves, swiping toric surfaces.

As it has been shown in Chapter 1, singularities with high multiplicities impose conditions on
the Newton polygon in terms of its lattice width, these conditions are kind of non-overlapping; see
Chapter 2 for details. All that motivates the estimation of the minimal volume of a polytope with a
given minimal lattice width. It happened that this problem is deeply related with a lot of classical
well-known problems in geometry.

I present here a survey of the state of the art at the current moment. We will dig into the world
of Minkowski coverings, successive minima, combinatorics of sphere packing, and Mahler conjecture.

Definition A.0.1. For a setX ∈ Rn and an integer vector u ∈ Zn the lattice width ωu(X) ofX in the
direction u is ωu(X) = max

x,y∈X
(x− y) ·u. The minimal lattice width ω(X) of X is minu∈Zn\{0} ωu(X).

Comparing to usual width (when we take u on the unit sphere), the lattice width is much more
discrete-oriented object. It is intuitively clear that for each n there exists a constant cn > 0 such
that Volume(ConvHull(X)) ≥ cnω(X)n. The goal was to find the best know estimate for c3. The
answer is c3 ≥ 2π

√
18

405 = 0.06582... whereas the conjectured value is c = 1
12 = 0.083333 . . . .

Also, we take an opportunity to formulate a question:

Question 22. The directions of the edges of a tropical curve are dual to edges in a subdivision
of its Newton polygon. In general, the tropical hypersurfaces are dual to polytopes. The vertices
of tropical curves are responsible for the concentration of the curvature ([20, 40, 93, 143]), so the
curvature should be related to the local self-intersections. We consider a surface in C4. Suppose we
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know its tropicalization (a fan, for simplicity). How the local properties of the vertex of this fun
is related to the curvature of the surface? Can we estimate the self-intersection? What is the dual
object for such a vertex?

The book [133] about lattice points reveals a lot of their aspects, particularly in number theory.
The notion of successive minima generalizes Minkowski’s well-known theorem about a body, contain-
ing an integer point. The book [46] provides a lot of applications for sphere packing, in the following
we will also want to know the best sphere packing.

Here are some list of links (surely, non-complete) without any implicit connection with the main
topic, but I find them worth to mention: balls’ lattices [105], covering minima [82], relation between
maximal and minimal widths [1], maximal number (3d− 1) of lattice diameters in higher dimensions
[54] (thought it was proved before, in [104] (Corollary 4)). One can estimate the surface area under
affine transformations [135].

A.1 An estimation of the volume of a body via its minimal lattice
width

Given the minimal lattice width ω(D) of a convex three-dimensional body D, we want to estimate
the volume ofD from below. Several general theorems may be applied after a chain of reformulations.
Since this chapter is dedicated to calculation of the best know constant in the inequality Volume(D) ≥
cω(D)3, we quickly survey all the approaches. The methods of Section 1.8 can be applied, but the
combinatorics in three dimensions is much more complex.

Let D ⊂ R3 be a compact convex three-dimensional set.

Definition A.1.1. The lattice width of D in a direction u ∈ Z3 is ωu(D) = max
x,y∈D

u · (x − y).

Lattice width ω(D) of V is the minimum of all lattice widths on all non-zero directions, ω(D) =
minu∈Z3,u6=0 ωu(D).

It is expectable1 that there is a constant c3 such that Volume(D) ≥ c3 · ω(D)3. We would like
to estimate this constant. Without loss of generality we can suppose that ω(D) = 1 and look for
minimal volume of D under this constraint. This c3 is proven to be at least 2π

√
18

405 = 0.06582...,
whereas the conjectured one is c3 = 1/12. The following paragraphs summarize the ideas of [104].

Lemma A.1.2. The property ω(D) ≥ 1 is equivalent to the property that the lattice of translates
of D (i.e. {v + D|v ∈ Z3}) is non-separable, i.e. each hyperplane intersects some body of the
lattice.

The density of a lattice translates of D is the ratio of the volumes of D and the basic parallelo-
tope. Hence the density of our lattice is Volume(D)/1. Therefore Volume(D) is at least the density
of the thinnest (i.e. with minimal density) non-separable lattice of translates of D. Put by definition
E = (D−D2 )∗/4.

Denote by ρ(D) the density of thinnest non-separable lattice, denote by δ(E) the density of the
densest lattice packing of E.

1Though I don’t know a simple argument

113



Lemma A.1.3 (Theorem 1 in [104]). The property that D + Z3 is locally thinnest non-separable
lattice of bodies is equivalent to the property that E + Z3 is a locally densest packing of E.

Locally means that we have extremum among all infinitesimally near lattices. It follows from this
lemma that

Volume(D) ≥ ρ(D) = Volume(D)Volume(E)/δ(E). (A.1)

Idea is that E does not intersect E + u if ωu(E) ≤ |u|2, which can be translated in non-separability
of the lattice of translates of D. So, we suppose from the beginning that D + Z3 is a thinnest
non-separable lattice of translates of D.

A.1.1 The approach by affinities decreasing the diameter

Hence the initial problem is equivalent to the estimations of densest packing for E = (D−D2 )∗/4 and
it volume. Instead, we are going to replace D with a sphere and play with volume preserving affine
transformations. The following lemma is crucial:

Lemma A.1.4. There exists λn, λ′n > 0 that for any convex compact set D ⊂ Rn there exists affinity
Φ such that Diam(ΦD)n ≤ λnVolume(ΦD) for any body D and Diam(ΦD)n ≤ λ′nVolume(ΦD) for
centrosymmetric D.

Preserving the volume of D, we decrease its diameter by affine transformation (this does not
change ρ(D)) and then replace D by the sphere with the same diameter d, the lattice of such spheres
will be also non-separable. So, ρ(D)

Volume(D) ≥
ρ(B)

Volume(B) .

It follows that ρ(D)
ρ(B) ≥

Volume(D)
Volume(B) ≥

dn/λn
( d
2

)nκn
, where κn is the volume of unit sphere, Volume(B) =

κn(d/2)n.

Remark A.1.5. We know values of κn: κ2n = πn

n! , κ2n+1 = 2n+1πn

(2n+1)!! .

By the formula (A.1) for ρ(B) we obtain

Proposition A.1.6.

ρ(D) ≥ ρ(B) · 2n

λnκn
=
κn · κn/4n

δn

2n

λnκn
=

κn
2nλnδn

(A.2)

where δn is the density on the densest packing on spheres in Rn.

The same way for centrosymmetric D we established that ρ(D)
ρ(B) ≥

Volume(D)
Volume(B) ≥

Diam(D)n

λ′nVolume(B) , where
B is the sphere with diameter equals Diam(D).

A.1.2 Estimation of λn

By κ′n we denote the volume of the convex hull of the unit sphere with the center at 0 and
(±
√
n, 0, 0, 0).

Lemma A.1.7. ([104]) We have λ′n ≤ 2nnn/2κ′n where κ′n is the volume of the convex hull of the
unit sphere, with the center at 0, and the point (±

√
n, 0, 0, 0).
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Lemma A.1.8 ([144], Theorem 2.4). In the above hypothesis the inequality

Volume(D)/Volume(
D −D

2
) ≥ 2n/Cn2n (A.3)

holds and equality is attained only for simplexes.

Lemma A.1.9. Now2 we can estimate λn by λ′n: using λ′n ≤ 2nnn/2/κ′n we get

λn ≤ Cn2nnn/2/κ′n

Let us compute κ′3. It is sum of the volumes of two cones plus the volume of the sphere, cut by
x = ±1/

√
3, that is κ′3 = 2 · 4π

9
√

3
+ 2 ·

∫ 1/
√

3
0 π(1− t2)dt = 14π

9
√

3
and

λ3 ≤ 20 · 3
√

3 · (9
√

3)/(24π) = 5 · 27/4π = 10.74295...
By Makai’s conjecture [104], λn is as it should be for simplex, i.e.

λn =
n!2n/2√
n+ 1

, λ3 = 6
√

2 = 8.4852... (A.4)

And for centro-symmetric bodyes, λ′n should be as it is for the cross-polytopes, i.e. λ′n = n!.

A.1.3 Estimation of δn

The constant δ3 (best ball packing in three-space) is known3 to be π/
√

18 (Kepler conjecture). This
was proved for lattice packings by Gauss(1831)[46]. For four dimensions the densest lattice packing
has δ4 = π2/16, by Korkine and Zolotareff (1872). Densest lattices are known up to dim 8.

Proposition A.1.10. For a compact convex body D ⊂ R3 the inequality Volume(D) ≥ c3ω(D)3

holds with c3 = 0.0658.

Proof. We recall the flow of the estimates. It follows from Lemma A.1.2, that the optimal constant
c3 in the considered inequality is at least the volume of a convex compact body D′ ⊂ R3 such that
the lattice Z3 +D′ of translates of D′ by Z3 is non-separable. Then, by Lemma A.1.3 we only need
to find the constant δ3(E) and the volume of E where E = (D−D2 )∗/4. Instead, we replace D by a
ball, at some cost, see Proposition A.1.6. We know κ3 by Remark A.1.5. The constant λ3 is found
in Lemma A.1.9.

Hence, in three dimensional case, ρ(D) ≥ κ3
23λ3δ3

=
22π
3

23·5·27/4π·π/
√

18
= 2π

√
18

3·5·27 = 0.06582.. whereas
the conjectured value is 1/12.

A.1.4 The approach by Mahler’s conjecture

There is another approach to (A.1): we put δ = 1 and use the Mahler conjecture. Namely, for an
origin-symmetric K we define Ko = {x| supy∈K〈xy〉 ≤ 1}.

2Cn2n =
(
2n
n

)
3It is known only by computer computations, a formal proof of the correctness of the algorithm announced in [71]
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Mahler in 1939 proves that

4n

(n!)2
≤ Volume(K)Volume(Ko) ≤ 4n.

Then he conjectured that

4n

n!
≤ Volume(K)Volume(Ko) ≤ πn

Γ(n2 + 1)2
.

The right hand side was proved by Santalo in 1949, and the equality is attained on ellipsoids.
Define Santalo point as such a point, that if we choose it as the origin, then we get the minimal
value of Volume(K)Volume(Ko) for a given K. One can prove that the extremal cases are ellipsoids
using the fact that this point is unique. The left part is not proven yet, though the progress is quite
significant.

Bourgain and Milman in 1987 proved that there exists a constant c such that

cn
4n

n!
≤ Volume(K)Volume(Ko).

In [139] it is proven that the extremal cases in this inequality are polytope-like, i.e. they contain
no points with positive Gauss curvature. Mahler conjectured that the minimum in this class is
attained for the cube and its polar body, the cross-polytope. If this is true, then the minimum
would also be attained by mixtures of the cube and the cross-polytope, etc; thus, in the class of
centrally symmetric convex bodies the minimum is attained not for a unique convex body (up to
affine transforms). See [25] for more details about developments of this area.

Kuperberg [95] proved Mahler conjecture up to factor (π/4)nγn, where γn starts from 4/π and
converges to

√
2. Therefore for n = 3 for central symmetric K it gives (π/4)2 = 0.61685025 what is

very good. Also he proved Volume(K)Volume(Ko) ≥ 2n(n!)2

(2n)! · κ
2
n = 0.4 · (4π/3)2 = 7.02... for n = 3,

for centrally symmetric bodies.

A.2 Estimation of area in terms of lattice width

This section is devoted to the following theorem:

Theorem A.2.1. Let A ⊂ Z2 be a convex polygon. Suppose min
u∈Z2

u6=(0,0)

( max
x,y∈A

u · (x − y)) = a. Then

area(A) ≥ 3
8a

2.

Note that we proved this theorem as a particular case of Lemma 1.8.2, see Corollary 1.8.16.
Nevertheless, for completeness, we write the details of the proof. The idea is borrowed from [18, 59],
we expect that the same idea works in three-dimensional case where the current estimate is not
optimal.

Lemma A.2.2. Consider an acute-angled plane triangle with all altitudes at most d. Then its area
is at most 1√

3
d2.
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Proof. One of the angles between the altitudes and the sides of the triangle is at most π/6, therefore
one of the sides of the triangle is at most 1

sin π
6
d. This implies that its area is at most 1

2 sin π
6
d2 =

1√
3
d2.

Remark A.2.3. Equality is obtained only in the case of an equilateral triangle.

Denote by area(F ) the area and by d(F ) the diameter of a planar convex figure F . Let Aff be
the group of area-preserving affine transformations of R2. Among all affine images of a planar convex
figure A of non-zero area, we choose a figure F on which the maximum max

f∈Aff
area(f(A))/d(f(A))2

is attained. Such a figure definitely exists because if f ∈ Aff is very far from Id ∈ Aff , then
area(f(A))/d(f(A))2 is close to zero.

Lemma A.2.4. The figure F has at least two diameters with acute angle of at least π/4 between
them.

Proof. Pick a diameter D of F . Let us try to squeeze F a bit in the direction of D and stretch it
out in the perpendicular direction, while preserving the area. Since max(area/d2) is attained for the
figure F , this action increases the other diameter of F , call it D′, and the angle between D and D′

is at least π/4 because D′ increases when we squeeze F in such a way.

Hence we could suppose from the beginning that D and D′ are two diameters of F with the
maximal acute angle between them among all pairs of diameters of F .

Lemma A.2.5. There are two diameters of F with the acute angle at least π/3 between them.

Proof. Suppose that this angle is less than π/3. In the notation of the previous lemma, we attempt
to perform an affine shift, parallel to D and decreasing D′. It should increase some other diameter,
call it D′′. Recall that the acute angle between D′′ and D′ is less then that between D and D′. The
same is true for the acute angle between D and D′′ as well. Now it is easy to check that either the
angle between D and D′′ or between D′ and D′′ is at least π/3.

Corollary A.2.6. Any convex compact set A ⊂ R2 can be transformed by an affine map f in such
a way that its image f(A) satisfies

√
3D2 ≤ 4S, where D is the diameter of f(A) and S is the area

of f(A).

Proof. The above lemma implies that area(F ) ≥ 1
2 sin π

3d(F )2 and F is an affine transformation of
A.

Article [59] uses this fact and cites [18] for a proof. The latter is in German, I’m not sure that
the above proof represents a correct translation form German, probably, this is another proof.

Remark A.2.7. The extremal cases are convex hulls of two intervals of equal lengths with an angle
of π/3 between them.

Let us notice some additional properties of lattice width.
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Remark A.2.8. Recall that the usual width of a convex planar figure A in a direction (r, q) ∈ Z2

is the length of the projection of A to a line in the direction (r, q). Suppose that gcd(r, q) = 1.
Apply an affine transformation ψ : Z2 → Z2 which brings (r, q) to (1, 0). Usual width of ψ(B) in
the direction (1, 0) is equal to ω(r,q)(B). There is another way to compute lattice width: one can
evaluate the usual width w of B in the direction (r, q). In this case ω(r,q)(B) = w ·

√
r2 + q2.

One can notice that lattice width is a lattice-dependent property, but now we will reformulate
this notion in purely affine terms. Suppose that the minimal lattice width ω(A) of the figure A is
equal to a.

Denote by aZ2 a sublattice of Z2 generated by two vectors (a, 0) and (0, a).

Lemma A.2.9. Consider all translations of A by aZ2. Each line in the plane intersects at least one
of the images of A.

Proof. Suppose there is a line l which intersects no image of A. Let aZ2(l) be the set of all translations
of the line l by elements of aZ2. If the slope of l is irrational, then aZ2(l) is everywhere dense, so it
intersects A. If the slope is rational, then aZ2(l) slices the parallelogram in strips of lattice width a
in the direction perpendicular to l. A must be inside a strip, so its lattice width is less than a. We
arrived at a contradiction.

Proof of Theorem A.2.1. Now consider a lattice as described in the lemma above. By the above
corollary, we can apply an area-preserving affine transformation f in order to have F = f(A), such
that area(F ) ≥

√
3

4 d(F )2.
Consider the smallest acute-angled triangle in the lattice f(aZ2). All altitudes of the triangle are

less than or equal to the diameter d(F ), because for each line l (choose the directions of the sides of
such a triangle) the set aZ2(l) intersects F . Hence the area a2/2 = ω2/2 of the triangle is at most
d(F )2/

√
3 ≤ 4 · area(F )/3. Therefore a2

2 ≤ 4 · area(F )/3 = 4 · area(A)/3, which finishes the proof of
the theorem.

Remark A.2.10. Let us find the cases where the inequality area(A) ≥ 3
8a

2 is extremal. Looking
at the extremal cases of auxiliary inequalities, one can see that for even a, the extremal case is
the triangle with vertices (0, 0), (a/2,−a), (a,−a/2). Indeed, the acute-angled triangle of the lattice
must be equilateral with sides of length a and the widths of F in the directions of the sides of the
triangle must be equal to a. Therefore A is equilateral. Passing to the standard lattice, one gets
exactly the triangle (0, 0), (a/2,−a), (a,−a/2) which is a lattice triangle if a is even.

In Corollary 1.8.16 we found extremal cases also for all odd a. It seems that we can repeat the
same arguments in R3.

Question 23. What is the best constant in the analog of Corollary A.2.6 in the three-dimensional
case? We might repeat all the arguments with squeezing the diameters. It is relatively easy to
find four diameters in a kind of extremal positions, but if we believe that the answer will be the
equilateral tetrahedron, then we need to work with 6 diameters. Also, estimations of the volume in
each case is straightforward but rather tedious. So, we can formulate the problem as follows. For a
given set of 4 (or 5, or 6...) equal intervals in R3, we need to estimate the volume of their convex
hull, if we know the directions of the intervals. Then, we need to understand when there exists an
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infinitesimal affine volume-preserving map, which do not increase the lengths in the directions of the
intervals and decrease it for at least one of their directions.
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Appendix B

Applications of tropical geometry:
economics

A caution: this whole chapter presents only my personal opinion, and should not be
taken as some well-argued judgement.

Tropical geometry, it is said, is being used outside of algebraic geometry. Despite claiming
applications in computational biology and chemistry [125, 130], it seems that these articles need
nothing except tropical semi-ring and a bit of polytope theory, or only a logarithmic limit (without
any geometry after that). In sandpile models one obtains tropical curves as the thermodynamical
limit [37], and similar picture one can find in soliton waves [92]. All that means: tropical objects
had already been found with different circumstances, but have not yet been appropriately treated,
with the available tools.

Still, inspired by phylogenetic threes, one can pose some toric geometry questions [57]. Tropical
computations are themselves a large area of research, see software package Gfan (http://home.imf.
au.dk/jensen/software/gfan/gfan.html) and [22]. Some physicist recently have used tropical ge-
ometry in order to speed up their computations [72]. In algebraic geometry the following applications
are worth mentioning: [137] uses tropical intersection theory for finding a group in a p-adic context:
the author, namely, estimates the valuations of the common roots of a system of equations; in [66] a
positive Haar measure on a tropical variety is constructed, for future use in a proof of a Bogomolov
conjecture over a functional field. The study of ultradiscretization of integrable systems (see a survey
[126] and references therein) also appears to be of some interest.

However, from my point of view, the most outstanding application of tropical geometry (outside
of classical algebraic geometry, where it is counting of curves [116], universal polynomial [9], and
estimates of how many rational points a curve with small Mordell rank contains [83]) appears to be
in economics. This chapter contains the key ideas of the article [14], that was written for economists
and is hardly readable for mathematicians1. Possibly, the following text will be interesting for
mathematicians — I did my best to keep economical notions both true and understandable. Later,
the article [157] appeared, it contains much more detailed discussion about this economical stuff,
references, etc.

1because (à cause de) some simple mathematical proofs are written in dozens of pages, mixed with economical
examples and terminology which do not belong to mathematics
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B.1 Theses about Economics.

Here I should explain some underlying ideas (in bold) which a mathematician must understand
before reading these particular economical articles. It is important to note that this chapter had
been written just after the reading and reflecting on [14], before explanations from the authors and
appearance of [157].

1. Economics is a science2. Hence, given a situation, we invent a model, then, after a time,
when someone finds that this model does not work under some conditions, we add complimentary
explanations, and refine this model. This process frequently leads to new ideas and methods. Also,
life demands new inventions: in this case The Bank of England had to inflate the society with money.

So, when we look at all this economical gear, it is a kind of the world’s first derivative, explication
of observable variables3 in formal terms.

2. We (mathematicians) need to understand economical jargon and ideas behind it, when we
read articles, without knowing the history of economical notions, motivations, etc. Therefore, the
result is a kind of second derivative of the real world. So, do not expect it to be logical or concise.

3. The main economical belief : each thing has a true price. For example, a king buys silver.
If this silver is relatively easy to mine, then price will fall down, except if there is a monopolist who
seized all the mines. But he needs money for protecting himself and silver mines from aggressors
and thieves. The final price accumulates all this complicated story: risk to be killed, guard’s salary,
bribes, etc. So, the price is a perfect bureaucratic number — characterizing everything at once. One
should distinguish the true price (intrinsic value) which is hard to calculate, and market value which
can be much easily approached4 on a market and can be considered as a good estimate of intrinsic
value, if this market is functioning good enough.

4. For stability of the social (i.e. economical) life it is really important that most market
prices are actually true prices. The global world financial crisis 2007–2008 happened because
of real estate bubble, and a bubble always means that something is sold with price much higher than
it should be. Suppose you sell an insurance for a bank deposit, which is about some assurance for
a company that someone returns his credit in time. It is really hard to estimate the true price of
such a thing, for the reason that it mostly consists of expectations about future. Therefore a lot
of economists try to develop a procedure to find the true price for such things. We can not avoid
credits, seeing them as the one of the tools to “warm up” the economics. Simplified: quicker the
money move in a society, quicker is the development of the economy.

5. A market may have or have not equilibrium. An equilibrium means that all partici-
pants (agents) sell and buy by prices, which are locally optimal for them. Optimality touches the
other economical belief: A lot of economical set-ups can be modeled by means of objective
functions which indicate “happiness” of agents and all agents try to increase it. Here
the tropical geometry come on the scene: by [111] a common person considers only two operations,
addition and maximum (recall that these operations give the tropical semi-ring). Remember your-
self in a shop: while you do only these two operations, everything is ok, but when you encounter

2and mathematics is not. New paradigms do not contradict the previous ones; no experiments. Mathematics is the
language, underlying the reality

3I like the idea that since economists start to measure a quantity, it immediately changes because politics want to
improve it.

4go to the Bazaar in Istanbul
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two products such that the first is better but its price is higher, you have problems. So, in first
approximation we use only piecewise linear functions.

6. Markets without equilibrium are unstable: a person with crucial information may always
earn a lot of money at the expense of others; finally that will crash this market.

7. If there are many equilibriums, it is also bad, after a fluctuations a market can switch to other
equilibrium and some other markets, depended of the considered, will be destroyed5.

8. What is the best way to find the true price? In most cases, it is auctions. Then, given
a concrete situation (e.g. you need to sell expectation), an economist firstly formalize it in terms of
agents, goods, prices, objective functions, and then he tries to build a model of auction which can
be proven to have a unique equilibrium.

9. The hard thing to understand for mathematicians is that economics is primarily a practical
science, but with a very restricted possibility to do experiments6. First of all we need to explain
some phenomena, which occur in real world, or invent a procedure with a desired result, for what
we need to know which parameters to control and how. Frequently there are additional restrictions:
here, for example, it was better to have only one round of the auction.

In the discussed article, tropical geometry came on the scene as a formalization of what has been
done. So, it is better to say that it is not an application of tropical geometry, but tropical geometry
emerges from Product-Mix auctions. The set-up was the following: the Bank of England wanted to
give credits for a given sum (in order to warm up the economics). A credit can be given on the
security7 of estate (strong collateral) or something else (weak collateral). It is more safe to use only
strong collaterals, but The Bank wanted to give more money than the players can secure by estate.
Therefore the auction is about who and with which interest rates will obtain credits.

The advantages of the auctions proposed in [89] is the following: the procedure allows to choose
the amount of buying goods (the sum of the credit) after the final price (percentage rate for the
credit) is released. Bank knows the demand of agents before releasing prices. As in many cases, the
information is the most expensive resource and here there is a balance between what is known and
what is not known.

While generalizing this algorithm to more than two goods (strong and weak collaterals), the
authors have rediscovered the features of tropical geometry, see [14].

B.2 Application of tropical geometry for auctions

As we state in the previous section, the auctions provide one of the best instruments for determining
the true price. Nevertheless, it is better to have an auction which always has an equilibrium. More
or less clear that an auction, where participants sell and buy not just one good, but the sets (bundles
in economical jargon) of different goods, is more stable because it accumulates information about
different things at once. For example, one can buy a set which consists of an amount of stable
investments with low outcome and an amount of risky investments with big possible outcome.

5moreover, it is not clear what is a true price in this case
6so, it is better to read economists who consult a government or a big enterprise
7You loose your estate if you don’t pay, and if the price of this estate decreases, you must give to the bank the

difference, which “secures” your credit. Because of this dangerous situation, sometimes, it is not profitable to borrow
a credit even with negative interest rate
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Here we see that piecewise geometry comes in. I only intend to describe important things to
know when reading [14], and forward the reader for all the details there.

Definition B.2.1. We have sets Ip = (i1p , i2p , . . . , inp) (bundles) p = 1, . . . , n of indivisible goods
and for each set we have a number aIp (indicates the happiness of a person if she buys it). Then the
objection function of this person becomes fx(c1, . . . cj) = maxp=1,...,n(aIp +

∑
cjijp) where cj is the

minus price of j-th good and x is the number of a person. For given c1, c2, . . . the person x buys the
bundle Ip where fx attains its maximum.

Then a bank can state which sets Ip are possible for trading and then we can ask whether there
always exist an equilibrium or not. Always means here that for any bundle B that the bank wants
to distribute, there are prices for goods such that all customers maximize their objective functions
and B is completely sold.

It happened that the most natural form of answer came in terms of tropical geometry, and it is
surprisingly easy to formulate and prove.

Proposition B.2.2. If all the intersections of the tropical hypersurfaces fx, defined by the objective
function (Definition B.2.1) of all persons, are transversal, then for each collections of goods there is
an equilibrium.

A proof is very straightforward. Take a point of non-transversal intersection of the objective
function, it defines prices c1, c2, . . . . Non-transversality is equivalent to the fact that in the polygon,
dual to this intersection, there is an integer point inside. Taking it as the proposed bundle B we fail
to find an equilibrium.

Also we can comment about the jargon: the Newton polygon of fx lives in quantity space, the
hypersurface defined by fx lives in price space.

From the economical perspective the above discussion is important because prior this article, the
economists always distinguished between substitutes (I can buy A instead of B) and complements (if
I buy A, then I also tend to buy B).

Now, using tropical geometry, we see that really we are interested in the possible directions of
faces of the tropical surface defined by fx, and we seek for some kind of unimodularity of sets of
edges in the Newton polygons of fx. Edges in the Newton polygon, which are dual to the faces of
fx are called vectors in the demand space.

Claim: We should permit only such a functions fx, that the intersections of the tropical surfaces
defined by fx are always transverse. That means that the edges in the Newton polytopes of fx belong
to an unimodular lattice.

Finally we can ask some questions like: how many such a unimodular lattices exist?
The classification, in terms of “building blocks” of such lattices is obtained in [48] (using the

ideas of [147]). Somewhat similar approach (without real-world implementations) has been earlier
proposed by Danilov and Koshevoy ([49]), but they lack identifying economical jargon and some
simple equivalences.
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powers and Nagata type conjectures. Adv. Math., 252:471–491, 2014. (page 44).

[56] M. Einsiedler, M. Kapranov, and D. Lind. Non-Archimedean amoebas and tropical varieties.
J. Reine Angew. Math., 601:139–157, 2006. (page 11).

[57] N. Eriksson, K. Ranestad, B. Sturmfels, and S. Sullivant. Phylogenetic Algebraic Geometry.
ArXiv Mathematics e-prints, July 2004. (page 120).

127



[58] L. Evain. Computing limit linear series with infinitesimal methods. Ann. Inst. Fourier (Greno-
ble), 57(6):1947–1974, 2007. (page 42).
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[133] Paul Erdős and P.M. Gruber and J. Hammer. Lattice points. Harlow: Longman Scientific &|
Technical; New York etc: John Wiley &| Sons, 1989. (page 113).

[134] S. Payne. Analytification is the limit of all tropicalizations. Math. Res. Lett., 16(2-3):543–556,
2009. (page 57).

[135] C. Petty. Surface area of a convex body under affine transformations. Proceedings of the
American Mathematical Society, 12(5):824–828, 1961. (page 113).

[136] R. Piene and M. Schlessinger. On the hilbert scheme compactification of the space of twisted
cubics. American Journal of Mathematics, pages 761–774, 1985. (page 96).

[137] J. Rabinoff. Higher-level canonical subgroups for p-divisible groups. J. Inst. Math. Jussieu,
11(2):363–419, 2012. (page 120).

132



[138] J. Rabinoff. Tropical analytic geometry, Newton polygons, and tropical intersections. Adv.
Math., 229(6):3192–3255, 2012. (pages 57, 70).
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If you are in difficulties with a book,
try the element of surprise: attack it at an hour when it isn’t expecting it.

Herbert George Wells
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