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There are ‘bottom-up’ and ‘top-down’
processes in human mental functioning

Bruner, J. S., & Minturn, A. L. (1955).
Journal of General Psychology, 53, 21-28.

Bugelski, B. R., & Alampay, D. A. (1961).
Canadian Journal of Psychology, 15(4), 205-211.

Jastrow, J. Popular Sci. Monthly 54, 299-312, 1899.

that are tightly integrated



There are also (analogues to) ‘bottom-up’ and ‘top-
down’ processes in machine learning and reasoning
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Deep Neural Networks, Bayesian

Ontologies, Semantics, Logical Inference, Learning, Signal processing, ...

Automated Reasoning, ...

that are (mostly) not integrated



Two different (computational) ‘worlds’

“Good Old Fashioned Al” (1970s)
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Rigid, Logical, Rules-driven

+ Provable outcomes, Transparent

- Slow, Hard to maintain, Vulnerable
to inconsistencies

“The Singularity is Near” (2010s)
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SUB-SYMBOLIC

Quantitative, Associative, Pattern-driven

+ Scalable, Robust to inconsistencies

- Vulnerable to bias, errors and attacks,
Impenetrable



Semantics and interpretability are essential for
many applications of ML in medicine

@ Debora Nozza and MMitchell liked
Hamid Palangi @hmd_palangi - 10h

#ACL2022 @colinraffel @Diyi Yang @ank_parikh ° |nterpreta b|||ty fOr decision_ma k|ng
responsibility / accountability

* Logic for verifiability (approximately
correct not always good enough, may
need provable correctness)

_ “| have an extremely large
| collection of clean labeled data”

- Noone |

* Small(ish) data, need performance
even when don’t have massive datasets
(lots of reasons — availability, privacy,
decentralization and climate)
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How do we build systems with the best of both?

e e = - -
- - o

-
\\ //
~ -,
~ -,
~
N ,
N ,
N 4
v
AN
LAEEERN
7
7
4

L
; \\.:3 ’ '
" ANV AV L i
/ :’ Dm0
] —
f £ - » 5
1
\ / \ / \ £ L » )
\
y o B B
LY T— s
\\ \ // ’
\\\ Vs \\)\// ///
v N py
SYMBOLIC SUB—SYMBOLIQ/

- -

- ——

Rigid, True or False, Based on Logic
+ Provable outcomes, Transparent

Quantitative, Associative, Based on Statistics
+ Scalable, Robust to inconsistencies

Data-centric Al / Neuro-symbolic Al / Semantic Al / ‘Informed’ ML / ‘Broad’ Al



Two case studies: (1) evidence synthesis and (2)
(automated) semantlc annotatlon of chemlcals
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Interpretable prediction of the outcomes  Interpretable semantic annotation of
of smoking cessation interventions chemical structures to a chemical ontology
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COMMENT | 15 December 2021

Decision makers need constantly Nature 600, 383-385 (2021)
updated evidence synthesis

Fund and use ‘living’ reviews of the latest data to steer research, practice and policy.

& Jeremy M. Grimshaw

The Evidence ‘Wave’

RESULTS BY YEAR
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1965 2021: 1,697

‘behaviour change intervention’

~ 5 / day, every day —
and growing exponentially |7




npj

The raw data: RCT reports in PDF format

K. Masaki et al

i

Table 1. Baseline characteristics of the trial participants.

Total CASC Control
N =572) {N=2as5) (N =287

Age 45+ 11 4511 4312
Age ranges

<40 years 171 (30) 75 (26) 96 (33)

40-49 years 179 (31} &7 (34) 82 (9]

50-59 years 159 (28) B2 (29) I an

=60 years a3 (11) nn 32 011)
Mala s8x 426 (75) 216 (7a) 210 (73)
Smoking history

Years of smoking 25 (18-33) 25 (19-32) 24 (17-33)

Cigarettes per day 20 015-200 20 (15-200 20 (15-20)

Pack-yeaars 20 (14-30) 21 14-30) 20 (13-31)

Exhaled CO (ppm) 17+11 17110 1E=11

TDS score FFt15 Fit14 fFEx15

FTHND 53121 532+320 53+2.1
Comorbidities

Cardiovascular diseasas 93 (18} 45 (18] 48 (17)

Raspiratory diseases 93 {18} 48 (17) 45 (16}

Psychiatric diseases 31 (5) 12 (4) 19 (7)
Frescribed Madication

Varenicline 454 (79) 227 (80) 227 (r9)

Micatine patch 114 (20) 56 (20) 5B (20)

Mo medication 4 (1) 2 11) 21}

Cata include mean + standard deviation, number (%), or median Gner-
guartile range) scares.

CO carbon monoxide, FTND Fagerstram test for nicotine dependence, and
TS tobacco dependence scresner.

In conclusion, a nowvel digital thera
significantly improved a long-term CAR
conjunction with standard smoking ¢
patients with nicotine dependence. Digil
cessation may be a promising strateg
prevalence worldwide, and future resear
warranted.

METHODS

Study design

This was a multi-center, randomized, contralle:
detalled study protocol was presented elsaw
wiere recruited from 31 smoking cessation clin
2017 to January 2018, and allocated 1:1 to th
and the control groug. The intervention group
the control group used the contral app, each fo
12-week standard smoking cessation treatr
varanicline maintenance therapy for 24 week
wheather or not the effectivensss of the CASC 5
after discontinuation of using the app, and we |
24 wieeks and evaluated CARs up to 52 weeks. 1
compliance with COMSORT statements. The pro
consent forms were reviewed and approved |
Board at Kelo University School of Medicdne ai
This trial was registered at the University Ho
Metwiork (LIMIN) Clinlcal Trials Registry (UMINGI

Participants
Wia recruited nicatine-dependent adubts who o

Table L. Changes in MPSS, FTCO-12, and KTSMD scores from baseline to weeks 24 and 52, adjusted by covariates.

CASC [N = 285)

Contral [V =287

P- yalue”

Change from weeks 0 to 24
MPSS urge total
MPS5 total excluding wrges
FTEQ-12 ermotionality
FTCO-12 expectancy
FTCQ-12 compulsivity
FTCQ-12 purposefulmess
FTCOQ-12 general craving score
KTSMD

Change from weeks 0 to 52
MP55 urge total
PSS total excluding wrges
FTCQ-12 ermotionality
FTEQ-12 expectancy
FTCQ-12 compulsivity
FTCOQ-12 purposefulmess
FTCQ-12 general craving score
KTSMD

Mean (5% CI] scores are p Article | Open Access | Published: 12 March 2020

HFES Mood and Phosical Sy

kano Test for socil Nicotin /A randdlomized controlled trial of a smoking cessation

"Analysis was based on ana

—1.87 [-201 to —1.72]
—0.5% [-0.72 to —0.47]
—1.70 [-1.89 to —1.51]
—2.46 [-268 to —2.25]
—1.74 [-1.94 1o —1.54]
—284 [-3.10 to —2.56]
—2.09 [-235 to —1.93]
—-70[-7.7 to —6.2]

—1.82 [-1.98 1o —1.67]
—0.52 [-064 to —0.39]
—1.60 [-1.80 to —1.41]
—-239 [-260 to —2.19]
—-1.71 [-1.90 to —1.57]
—284 [-3.10 to —2.56]
—203 [-219 to —1.B7]

novel smartphone system for smoking cessation integrated with a
mobile exhaled €O checker to supplement standard treatment
with face-to-face behavioral support and pharmacotherapy; (2) it

recalve smoking cessation treatment under the “Fuﬁwe_\‘eﬁﬂl}at Eﬁllped an i CheCKer

Insurance program. Physicians at each clinic screened the patients and
obrtained written informed consent. The baseline data were collected using
a self-administered gquestionnalre at the inltal visit. The program consisted
of five visits during a 12-week peried, and counseling and pharmacother-
apy, including nicotine patch or varenicling were provided by physicians®.
Inclusion criteria were as follows: adult current smokers wha (1) were
diagnosed with nicotinge dependence (tobacco Dependence Screener
[TDE] score =5 points)®™: [2) had a smoking history of pack-years =18 [3)
intended to quit smoking Immediately; (4] agreed to participate In a

cermmlinm raceation trasfraant neeserare wiliEh wrddtan infarmadd ceamcant sned

—1.73 [-1.88 to —1.59]
—0.42 [-0.56 to —0.29]
—1.32 [-1.4%9 to —1.14]
—2.16 [-237 to —1.95]
—1.74 [-1.93 to —1.55]
—2.17 [-2.44 to —1.90]
—1.78 [-1.93 to —1.63]
—3.9[—45 o —332]

—1.65 [-1.81 to —1.49]
—0.:42 [-0.54 to —0.29]
—1.21 [-13% w —1.03]
—210 [-233 1o —1.88]
—1.55 [-1.75 to —1.35]
—2.00 [-228 to —1.73]
—1.65 [-1.81 to —1.48]

e . a mn

smartphone application with a carbon monoxide

0.009
<0.001
<0.001

0.002

0.202
=0.001
<0.001
<0.001

0.00F
0.061
0.0m
0.002
0.mg
=0.001
<0.001

Katsunori Masaki, Hiroki Tateno &, Akihiro Nomura, Tomoyasu Muto, Shin Suzuki, Kohta Satake, Eisuke

Hida & Koichi Fukunaga

npj Digital Medicine 3, Article number: 35 (2020) | Cite this article

10k Accesses | 14 Citations | 67 Altmetric | Metrics




Ontologies provide ‘feature types’ for

annotations

Abstract

Background: Tobacco is a major public health concern. A 12-week standard smoking cessation
program is available in Japan; however, it requires face-to-face clinic visits, which has been one of
the key obstacles to completing the program, leading to a low smoking cessation success rate.
Telemedicine using internet-based video counseling instead of regular clinic visits could address
this obstacle.

Objective: This study aimed to evaluate the efficacy and feasibility of an internet-based remote
smoking cessation support program compared with the standard face-to-face clinical visit
program among patients with nicotine dependence.

Methods: This study was a randomized, controlled, open-label, multicenter, noninferiority trial. We
recruited nicotine-dependent adults from March to June 2018. Participants randomized to the
telemedicine arm received internet-based video counseling, whereas control participants received
standard face-to-face clinic visits at each time point in the smoking cessation program. Both arms
received a CurpApp Smoking Cessation smartphone app with a mobile exhaled carbon monoxide
checker. The grimary outcome was a continuolis abstinence rate (CAR) from weeks 9 to 12. Full
analysis set was used for data analysis.

Results: We fandomized 115 participants with |nicotine dependence: 58 were allocated to the
telemedicine[(internet-based video counseling} arm and 57, to the control (standard face-to-face
clinical visit) prm. We analyzed all 115 participahts for the primary outcome. Both telemedicine and
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Annotation types:

* Presence/Absence
(e.g. interventions)
e Categorical
(e.g. country)
* Quantitative
(e.g. mean age)

11



Annotations consist of feature, value, context

Age
Age ranges
<40 years
40-49 years
50-59 years
=60 wears
Male sax
Smaoking history

45+ 11

171 (30)
179 (31)
159 (28)
63 (11)

426 (75)

4711

75 (28]
9F (340
B2 29
3101
216 (78)

45 =12

96 (33
g2 (29
T (27
32 (11}
210 (73]

ac ||1H 33 3L 9
Cigarettes per day 20 (15-20] 20 (15-20)
R e FARAE ==
Exhaled CO (pprm) 1711 17+10
TDOS score Ffx15 A4 FEx1S
FTMC 3321 3220 33x4]
Comorbldities
Cardiovascular diseasas 93 (16) 45 (16) 48 (17]
Respiratory diseases 93 (16) 48 (17) 45 (16}
Psychiatric diseases 315 12 4) 19 (7]
Prescribed Medication
Varenicline 454 (79) 22F [8d) 23T (75)
Micotine patch 114 (20} 56 230 5B (20)
Mo medication 411} 211 21}

Data inclede maan t standard deviation, number (%), or median [inter-

tjuartile rangel scores.

C0 carbon monoxide, FTND Fagerstram test for nicotine dependence, and
TDS tobacco dependence scresnar.

novel smartphone system for smoking cessation integrated with a

cessation may be a promising strategy to reduce smoking
prevalence worldwide, and future research on a global scale is

Feature:

d. .
warmante Mean number of times tobacco used
Study design ’20’
This was a mult-center, r. mized, controlled, open-label trial (Fig. 2]. &

Surrounding text:
Cigarettes per day 20 (15-20)

datalled study | was presented elsewhere™®. Briefly, participants

ATIEF QISCONTINUATGN O USING the app, and We HMILEd access 1o e Feature:
24 wieeks and evaluated CARs up to 52 weeks. The study was performed in T
compliance with CONS0RT statermnents. The protocol and written informed VarenICllne

consent forms were reviewed and approved by the Institutional Review
Baard at Kelo University School of Medicine and all affillated institutions.
This trial was registered at the University Hospltal Medical Information
Matwork (LIMIMY Clinlcal Trals Registry (UMINOODO31589).

Specific value:
‘varenicline maintenance therapy
for 20 weeks’

Surrounding text:
‘In reference to the varenicline
maintenance therapy for 24 weeks, ...”

Participants

W recruited nicotine-dependent adults wha wisited outpatient clinics to
recelve smoking cessation treatment under the Japaness Mational Health
Insurance program. Physiclans at each clinic screened the patients and
obtalned written informed consent. The baseline data were collected using
a self-administered questionnaire at the inital visit. The program consisted
of five wisits during a 12-week periad, and counseling and pharmacother-
apy, including nicotine patch or varenicline were provided by physicians”.
Inclusion criteria were as follows: adult current smokers who (1) wers

diagnosed with nicotine dependence (tobacco Dependence Screener
ITME] crmra =B mnntdtZ® 199 had o cmalblne kictoen of nacbosoare w10 12



BCl database

—

manually annotated
‘gold standard’

____>

evidence ‘surveillance’ and
automated feature extraction

Ontology:
734 classes

Smoking cessation:
455 papers, 1098 arms
55 attributes

Physical activity:
110 papers, 241 arms
160 attributes



Predicting smoking cessation intervention
outcomes is hardly an exact science

60 80

40

Predicted outcome value (% cessation)
0 20

Outcome value (% cessation)

20

10 -

1

T T T T T
decision tree rule mixed-effect deep non-sem

MAE from train/test split (80:20 x 100)



For policy-makers, what is most important
is the explanation of the prediction
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Recommendations are highly dependent on tradeoffs amongst parameters and constraints
when searching for optimal strategies, see, e.g.
Xu et al., Statistical Methods in Medical Research, 2020 29 (11) p 3113-3134


https://journals.sagepub.com/toc/smm/29/11
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Rules are the most interpretable ML approach

Rules have the form:
if antecedent then consequent

E.g.

if (smoking) then (lung cancer risk)

Antecedent can be a logical combination of features:
if Aand Band Cand ... then consequent
E.g. if (sitting all day) and (age>30) then (gaining weight)



Pure rules-based systems are too brittle and not
trainable enough for sufficient performance

Disadvantages

* Naturally interpretable (as long as * (usually) only apply for categorical
rules are short and there are not prediction problems
too many of them)

* Require binary features as inputs
e Canin principle be induced from

; * Not differentiable, so not trainable
data (but see disadvantages)

using efficient learning approaches
_ _ , _ * Prone to overfitting
e Easy integration with semantics,

logical structures and constraints o _ o
* Too rigid to cope with uncertainties



A ‘best of both worlds’ hybrid approach: trainable
additive weighted rule sets with semantic penalties *

Weighted Rule (single-layer) Network
input features
(binarized,
one-hot encoded)

Summation
and penalties predicted outcome:
) | a sum of

(the weighted fit’
of each rule multiplied

\ 4

] by the base rule weight)

and ‘most applicable’ rules

N e o o o e e = e - - - — =

a,,F, &a;,F, & ... &a; F &b, (not F) & b, , (not F,) & ... & b, (not F) 2 (+/-)r,

* Glauer and Hastings, in preparation
-- HBCP/Semantic-Prediction on GitHub



A ‘best of both worlds’ hybrid approach: trainable
additive weighted rule sets with semantic penalties *

Disadvantages of rules systems

* (usually) only apply for categorical Each rule is assigned a ‘fit’ and a ‘weight’
pFEdiCtion problems Rules within sets added together to get the prediction
* Require binary features as inputs We binarise using fuzzy strategies

o NQt diffe_re_ntiable, SO not trainable Weights are trainable using backpropagation
using efficient learning

approaches
* Prone to Overfitting We introduce various semantic penalties
* Too rigid to cope with Fuzzy interpretations allow generalisation

uncertainties

* Glauer and Hastings, in preparation
-- HBCP/Semantic-Prediction on GitHub



Input features pre-treatment, binarization

* Logical implication is pre-reasoned in feature dataset
(e.g. if ‘nurse’ or ‘doctor’ then ‘healthcare professional’)

* Binary features are retained, categorical features are one-hot
encoded, and continuous features are binarized with fuzzy
boundaries using several strategies as semantically appropriate:

 Meaningful semantic categories, e.g. age = child, young adult, older adult, ...
* Fixed-width categories, e.g. #times.tobacco.smoked <5, <10, <15, ...
* Fixed-quantile categories, e.g. proportion.female ...

(these numeric category boundaries are fuzzy)
 Fixed (categorical, not fuzzy) numeric values e.g. 100% female

* Glauer and Hastings, in preparation



Semantic penalties -
what makes ‘good’, interpretable rules?

e Prefer
e shorter rules

» combinations of features that cross semantic domains (e.g. intervention type,
setting, population)

* Avoid (within a single rule)
* Mutually disjoint classes, unless belonging to different semantic domains
* Hierarchically related classes
* Fand (not F), for any feature F

* Manually specified excluded combinations e.g. varenicline and (not
pharmacological support)

* Glauer and Hastings, in preparation



Results

 All variants have the same accuracy (MAE ~8, comparable to DL)
* No penalties: 100 rules x 300 rule parameters, not interpretable

e With penalties for length and crispness of rules: ~ 20 rules x ~ 10
parameters,

* With semantic penalties: ~ 15 rules x ~ 1-5 parameters,



Summary

* For smaller datasets where interpretability matters, trainable rules
are a very good alternative with comparable performance to deep
models, and can be used both for classification and regression
problems

 Domain knowledge in the form of categories, hierarchy, implications
and disjoints can be used to supplement the trained rules with
semantic penalties that force the system to learn rules that ‘make
sense’



Two case studies: (1) evidence synthesis and (2)
(automated) semantlc annotatlon of chemlcals
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Interpretable prediction of the outcomes  Interpretable semantic annotation of
of smoking cessation interventions chemical structures to a chemical ontology



OTTO VON GUERICKE
UNIVERSITAT
MAGDEBURG

Automating Semantic Annotation in
Chemistry

Predicting Chemical Ontology Classes for Chemical Structures




Metabolism is a key differentiator between health
and disease, but data can be difficult to interpret




Chemical ontologies provide a link between
chemical nomenclature, structures and annotations

B

molecular entity

A

/C H 3
organic molecular entity] [addilion compound) [inorganic hydride) N | >
A — . . )\ N
organic heterobicyclic compound organic aromatic compound hydrate oxygen hydride 9 N
has part CH
3
purine alkaloid | chlorobenzenes l
ChEBI Name caffeine
("“ff"i“" "‘°“°hyd’a‘°) ChEBI ID CHEBI:27732

trimethylxanthine 6-(3-chlorostyry])caffeine) has part SMILES

I

Cnlcnc2n(C)c(=0)n(C)c(=0)c12

|has functional parent

Formula C8H10N402
Net Charge 0

Hastings et al. “Learning Chemistry: Evaluating machine learning for the task of structure-based Average Mass 194.19076
chemical ontology classification,” Journal of Cheminformatics 2021



Manually maintained ontologies and knowledge
resources have high quality, but poor scalability

ChEBI growth Drag to Zoom
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Hastings et al. “Learning Chemistry: Evaluating machine learning for the task of structure-based chemical ontology classification,”
Journal of Cheminformatics 2021



The shape of the ontology hinders learning,

and requires a ‘deep’ neural network

chemical entity

“Extreme” multi-class, polyhierarchical, sparse, very unbalanced

polyatomic entityolecular entity

polycyclic compoandlic compoundleculenain group melecular entity a

2500 1

heteropolycyclic compbimatlic compouheterocyclic compoamdnatic compoanmganic cyclic compoonganic molecuterbon gro

., 2000
)
organic heteropolycyclic compuetedobicyclic compoorghnic aromatic comporgahic heterocyclic compougainic molecular en m
0]
o
S 1500
=]
organic heterobicyclic compbetetoarenerganonitrogen heterocyclic competendorganic entibjtrogen molecular entity II]-,I
=
E 4
E 1000
-
imidazopyrimidimganonitrogen compound
500 1

purineslkaloidmethylxanthine

purine alkaloitiimethylxanthine

caffeine

10 25 50 100
Number of members (M)

200

fl_score

104

a8 4

a8

az

a0 4

F1 scores 500x100

t . T

ENN

T
CART

T T T T T T T
FF BE  SUM-lnear SV oS- sigmold DA =M

algorithm

Hastings et al. “Learning Chemistry: Evaluating machine learning for the task of structure-based chemical ontology classification,”

Journal of Cheminformatics 2021




Transformer-based models with pre-
training give best performance for this task

ontology

s ~
. prediction with RoBERTa J
Vo

(&

\

sampling

/ @;d class
membership
) F%

training
data

input molecular
structure graph

L |

g

netwark weights

[ pre-training with R::BERTa]

r ' LM]_ES encading
| |
—

molecule
+ classification

molecule encoding
and embedding

* now we are using Electra

Memariani et al., Proc. of DAO-XAI 2021



The network trained on this semantic task has
(somewhat) interpretable attention weights
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in layer §, heads 4-6.

Glauer et al. Interpretable ontology extension in chemistry SWJ 2022



Logical rules can be integrated with DNNs
to improve predictive performance

Our current approach: post-hoc correction based on ontology-driven explicit disjoints

(Whiskers @ Tail @ (Laser pointer = Chases)) - Cat

/
= (Cat @ Dog) - Pet
= — Rule encoder ~ ~
= ' ' ecision
. | @ block El'll/(" ‘C)‘(l.s'lf ®.-——""' é/" s
g & e
— Data encoder /\

+““\-
[Whlskers [a] [ ] [ ]

DeepCTRL pairs a data encoder and rule encoder, which produce two latent representations, which are coupled with
corresponding objectives. The control parameter a is adjustable at inference to control the relative weight of each encoder Laser p°|nter Chases

DeepCTRL — Seo et al. NeurlPS 2021 https://arxiv.org/pdf/2106.07804.pdf (a) The LNN graph structure reflects the
formulae it represents.

Logical Neural Networks — Riegel et al. NeurlPS 2020 https://arxiv.org/pdf/2006.13155.pdf



Summary

* For problems that require ‘black box” deep neural networks,
consideration of semantics can nevertheless improve performance
and interpretability

* Training a transformer-based model on a semantic prediction task
leads to attention weights that correspond to semantic features

* Logical rules and constraints can be incorporated into network
training via hybrid architectures with semantic objective functions



Conclusion: ‘best of both worlds’ architectures offer
a good option for many problems in medlcme
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Rigid, True or False, Based on Logic

+ Provable outcomes, Transparent + Scalable, Robust to inconsistencies

Data-centric Al / Neuro-symbolic Al / Semantic Al / ‘Informed’ ML / ‘Broad’ Al

Quantitative, Associative, Based on Statistics
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