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ABSTRACT: To access the intrinsic, diffusion free, rate constant of bimolecular
photoinduced electron transfer reactions, fluorescence quenching experiments have
been performed with 14 donor/acceptor pairs, covering a driving-force range going
from 0.6 to 2.4 eV, using steady-state and femtosecond time-resolved emission, and
applying a diffusion-reaction model that accounts for the static and transient stages of
the quenching for the analysis. The intrinsic electron transfer rate constants are up to
2 orders of magnitude larger than the diffusion rate constant in acetonitrile. Above
∼1.5 eV, a slight decrease of the rate constant is observed, pointing to a much weaker
Marcus inverted region than those reported for other types of electron transfer
reactions, such as charge recombination. Despite this, the driving force dependence
can be rationalized in terms of Marcus theory.

■ INTRODUCTION

Since its formulation in the mid-1950s,1 Marcus theory of
electron transfer (ET) reactions has been intensively put to the
test, in particular, its prediction of a quadratic free-energy
relationship contrasted with the linear free-energy relationships
that were prevailing among chemists.2−4 Oxidation/reduction
reactions in the electronic ground state were quickly found to
be well described using Marcus theory,5,6 but their driving
forces were not large enough to test the presence of the so-
called Marcus inverted region (MIR), i.e. the decrease of the
reaction rate with increasing driving force. However, larger
driving forces can be achieved with photoinduced charge
separation (CS) and, in the late 1960s, an experiment by Rehm
and Weller cast serious doubt on the validity of Marcus theory
for describing photoinduced electron transfer reactions.7,8

Indeed, the rate constant of bimolecular photoinduced CS
was found to increase with driving force up to a value that
corresponds to that of the diffusion of the reactants, and to
remain diffusion limited even at driving forces where inversion
is expected. The MIR had to wait until the mid-1980s to be
experimentally observed for intramolecular charge shift
reactions.9,10 Since then, it has been reported for many
different types of ET processes: intramolecular charge
recombination,11 intermolecular charge recombination,12−14

intermolecular charge shift,15,16 intramolecular charge separa-
tion,17 and charge separation in hydrogen-bonded complexes.18

However, so far there has been no convincing experimental
observation of the MIR for bimolecular photoinduced CS
reactions in liquid solution. We have recently shown that the
observations of the MIR in restricted environments or high-
viscous media are, in fact, spurious and due to a neglect of the

static and transient stages of the ET quenching in the analysis.19

The apparent discrepancy between experiment and theory,
inherent to this specific type of reaction, has continuously
attracted the attention of photochemists to the point that it has
become quasi-textbook knowledge that the nonobservation of
the MIR in the Rehm−Weller-type experiment is simply due to
the masking of the intrinsic electron transfer dynamics by
diffusion.20 Nonetheless, over the years, several additional
explanations for the lack of the MIR were proposed. Rehm and
Weller, in their original paper, had already suggested that the
absence of the MIR could arise from the existence of additional
CS pathways leading to the ionic product in an electronic
excited state.8 The possibility for such a pathway to suppress
the inverted region has been examined theoretically by
Marcus.21 We have recently obtained direct experimental
evidence of such CS to an excited product for several donor/
acceptor pairs, whose CS to the ground-state product is
expected to be in the inverted regime.22 On the other hand,
Mataga and co-workers invoked dielectric saturation, i.e. the
breakdown of the linear dielectric response approximation,23

whereas Tachiya and Murata,24 Burshtein and Ivanov,25 as well
as Rosspeintner et al.26 proposed that the absence of the MIR
could be rationalized by the distance dependence of the solvent
reorganization energies, that favors remote CS as the driving
force increases.27

Several groups attempted to extract the intrinsic ET rates
from the analysis of the nonexponential decays of the excited
chromophore population measured using ultrafast spectrosco-
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py. Seminal works by the groups of Tachiya,28 Fleming,29 and
Fayer30 significantly contributed to our understanding of the
non-Markovian nature of the dynamics of bimolecular CS, but
were focused on a small number of donor/acceptor pairs, only
covering a limited range of driving force. Mataga and co-
workers,31 as well as Angel and Peters,32 on the other hand,
investigated various systems, spanning a larger driving force
range, but disregarded steady-state emission experiments as
reference. The so-obtained intrinsic electron transfer rate
constants exhibited relatively large scatter, rendering the
observation of systematic trends impossible.
Here, we present a comprehensive investigation of the

intrinsic photoinduced CS rate constant of 14 donor/acceptor
pairs (Chart 1 and Table 1) in acetonitrile covering a driving

force range from 0.63 to 2.37 eV, using steady-state and
femtosecond time-resolved emission spectroscopies. The
experimental data were analyzed with a diffusion-assisted
reaction model using an extension of the semiclassical Marcus
theory accounting for the finite dielectric response of the
solvent. The combination of steady-state and femtosecond
time-resolved emission spectroscopies and of a theory that

properly accounts for diffusional effects, allowed the intrinsic
electron transfer rate constant to be extracted and its free
energy dependence to be determined. The so-obtained intrinsic
CS rate constants show a distinct driving-force dependence
with a very attenuated Marcus inversion at rates as high as 1012

M−1 s−1, which can be satisfyingly rationalized within the
framework of Marcus theory. This investigation, which can be
considered as a femtosecond time-resolved analog of the
original Rehm−Weller experiment, solves the long-standing
apparent discrepancy between Marcus theory and the
experimental results of Rehm and Weller.

■ PRINCIPLE OF THE EXPERIMENT
The mechanism of the photoinduced CS investigated here is
represented in Scheme 1. The occurrence of CS is confirmed

by previous ultrafast spectroscopy measurements that show the
formation of the ionic products.38−40 The equilibrium constant
KCT accounts for the possible formation of ground-state
complex between fluorophore (F) and quencher (Q).
Because the distribution of distances between the fluoro-

phore and the quenchers evolves with time just after excitation,
the quenching rate coefficient, k(t), is time-dependent, as
illustrated in Figure 1.19,41,42 Directly after excitation, CS takes

place between reactants that are already at optimal distances
and, as no diffusion is needed, the quenching is entirely static
and proceeds with the intrinsic rate constant of the elementary
process, k0. At later times, the reaction becomes more and more
diffusion controlled, with k(t) slowing down until the rates of
mutual approach of the reactants via diffusion and their
disappearance upon CS have equilibrated at k∞. Consequently,
the experimentally observable decay of the fluorescence
intensity, I(t,c), is nonexponential and is given by:41−43

Chart 1. (Top) Fluorophores (see Table 1 for the
properties); (Bottom) Electron-Donating and -Accepting
Quenchers with Their Respective Oxidation and Reduction
Potentials (V vs SCE, from refs 8 and 33 for TMP)

Table 1. Characteristic Electrochemical and Photophysical
Properties of the Fluorophores in Acetonitrile at 20 °C

F
E (A/A−)
(V vs SCE)

E (D+/D)
(V vs SCE)

E00
a

(eV)
τ0
b

(ns)

DCA −0.98c 1.89f 2.89 14.6
TrCA −0.70d 2.07f 2.85 18.4
TCA −0.45e 2.20f 2.86 16.7
Pe −1.76 1.00 2.83 5.5
CPe −1.37 1.21 2.65 5.7

aS1 state energy. bFluorescence lifetime. cFrom ref 34. dFrom ref 35.
eFrom ref 36. fFrom ref 37.

Scheme 1. Bimolecular Charge Separation between an
Excited Fluorophore (F) and a Quencher (Q)

Figure 1. Time dependence of the reaction rate coefficient, k(t), of a
diffusion-assisted bimolecular electron transfer reaction. The reaction
rate coefficient changes from the static or intrinsic rate of electron
transfer, k0, until reaching the stationary, i.e. diffusional, rate constant,
k∞.
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where c is the quencher concentration and τ0 the fluorescence
lifetime at c = 0.
On the other hand, the steady-state quenching rate

coefficient, κ, is concentration dependent. In particular, κ(c)
increases with the quencher concentration, as the overall
reaction becomes more and more dominated by the static and
transient stages of the quenching. This quantity can be obtained
from the decrease of the steady-state fluorescence intensity, ϕ,
upon addition of Q:41−43
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Figure 1 indicates that the stationary quenching rate
constant, k∞, can be obtained from the slowest decay
component of the fluorescence, τlong:

τ
τ
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0
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In principle, the intrinsic CS rate constant, k0, can be
accessed from the static stage of the quenching, i.e. from the
analysis of the early fluorescence decay (Figure 1). As the
relative contribution of static quenching increases with c, the
extraction of k0 is, in principle, easier at larger quencher
concentrations. However, the validity of eq 1 should first be
checked by ensuring that k(t) itself does not depend on
concentration. Steady-state quenching experiments are also
useful, because κ(c) in eq 2 reflects the integral of the whole
fluorescence decay, and thus depends on k0. Therefore, ultrafast
decay components that might be missed in the time-resolved
measurements, because of an insufficient time resolution, are
seen in a steady-state quenching experiment. Whereas large
concentrations favor the determination of k0 from the
fluorescence decay, they increase the error on κ(c) obtained
from the steady-state measurements as the observed integrated
emission intensity becomes smaller. Because of these two
adverse indications on the optimal concentration, combined
steady-state and time-resolved emission experiments have been
performed with overlapping concentration ranges.

■ RESULTS AND DISCUSSION
The ET quenching of 14 F/Q pairs (Chart 1) in acetonitrile
has been measured using steady-state as well as femtosecond
and nanosecond time-resolved fluorescence spectroscopy,
namely fluorescence up-conversion and time-correlated single
photon counting, respectively. Figures 2 and 3a illustrate the
decrease of the steady-state emission intensity and the
acceleration of the fluorescence decay of TrCA upon increasing
DMA concentration. Both nanosecond and femtosecond time-
resolved measurements showed nonexponential emission
intensity decays, this feature being more pronounced in the
femtosecond experiments (Figure 3a), where the static stage of
the quenching can be resolved. In addition, for various F/Q
pairs, a new, broad, unstructured and red-shifted absorption
band was observed (Figure S1, Supporting Information [SI]). It
can be attributed to a charge-transfer band from a ground-state

complex.39,44 However, the band shape of the emission spectra
upon addition of quencher remained unchanged and no
additional band could be observed, indicating that the excited
complex does not emit, at least with the wavelength used to
excite the fluorophores.
Figure 4 depicts the result of a Stern−Volmer experiment

with the same F/Q pair in two representations. The

conventional Stern−Volmer plot (Figure 4a) constructed
using the slowest decay component of the fluorescence, τlong,
is linear, as expected from eq 3, and the stationary quenching
rate constant, k∞, can be directly extracted from the slope. On
the other hand, the plot made from the steady-state
fluorescence intensity, ϕ, departs from linearity already at
quencher concentrations above ∼10−2 M, pointing to a

Figure 2. Effect of the addition of DMA (up to 0.02 M) on (a) the
steady-state fluorescence intensity and (b) the nanosecond time-
resolved fluorescence of TrCA.

Figure 3. (a) Femtosecond-resolved time profiles of the fluorescence
intensity measured with the TrCA/DMA pair (the black line is the
instrument response function) and (b) after concentration normal-
ization of the kinetics in the white area of part a) (see text).

Figure 4. (a) Stern−Volmer representation of the quenching of TrCA
by DMA determined from the steady-state fluorescence intensity
(black) and the slowest fluorescence decay component, τlong, (open
circles). (b) Concentration dependence of κ(c) (black) and k∞
(open), as defined in eqs 2 and 3
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concentration dependence of the quenching rate coefficient, κ.
This is better seen in Figure 4b, which represents k∞ and κ as a
function of quencher concentration. This plot directly shows
that indeed κ is concentration dependent, whereas k∞ is not.
Moreover, one can see that κ approaches k∞ only at very low
concentrations. In other words, even in a low viscosity solvent
like acetonitrile, the quenching rate constants of diffusion-
influenced reactions obtained from time-resolved and steady-
state experiments are only similar when the quencher
concentration tends to zero.
To ensure that the fluorescence time profiles can be properly

analyzed using eq 1, namely that the time dependent quenching
rate, k(t), does not depend on concentration, they can be
concentration-normalized to directly reflect the intrinsic
reaction dynamics given by ∫ 0

tk(t′) dt′. This was done by
replacing the lower limit of the integral by a finite value, t0,
chosen to eliminate problems related to the convolution with
the instrument response function, at the price of losing
information about faster dynamics. The result of this
normalization, performed with TrCA/DMA with t0 = 0.5 ps,
is illustrated in Figure 3b. A similar concentration independ-
ence of the reaction dynamics was found for all F/Q pairs
investigated (Figure S4, SI).
The femtosecond time-resolved fluorescence decays meas-

ured at c = 0.15 M with all 14 F/Q pairs are compared in Figure
S5, SI. Their overall aspect does not differ very much, especially
when considering time delays above ∼10 ps. However, a closer
look at the first few picoseconds allows differences to be seen in
the initial intensity decay. An acceleration of the rate can be
clearly discerned when going from the lowest driving force, i.e.
0.63 eV, up to about 1.8 eV. At higher driving forces, this initial
decay seems to rather slow down, although this effect is not
very pronounced. A qualitatively similar trend exists for the
steady-state quenching rate, κ(c), at high concentrations. With
the exception of Pe/TMP, κ(c) increases continuously with
driving force up to about 1.8 eV, and decreases slightly with
further increase of the exergonicity. These two qualitative
comparisons point to a bell-shaped like free-energy dependence
of the quenching rate constant in the static regime. However,
really conclusive statements on the free-energy dependence of
k0 require a careful analysis of the time-resolved and steady-
state data.
Extraction of k0 directly from the experimental fluorescence

decays by either direct differentiation of the concentration-
normalized time-profiles as depicted in Figure 3b or using
multiexponential analysis proved to be unsuccessful (cf. SI).
Whereas the former approach requires an unrealistically high
signal-to-noise ratio of the data, the multiexponential approach
is simply an inadequate model for a diffusion-controlled
process, the kinetics of which is intrinsically nonexponen-
tial.41,45 As a consequence, a model that properly describes a
diffusion-controlled ET reaction was used. To this end, a
diffusion-reaction equation approach, namely differential
encounter theory (DET), with a modified Marcus ET model
was applied.41,46−49 In the following, only the expression used
for the ET probability, w(r), i.e. the sink term in the diffusion-
reaction equation, will be discussed, whereas the details of the
diffusive part of the problem, being the same as in references 50
and 51 can be found in the SI.
For the ET rate, the expression obtained from non-

perturbative semiclassical transition state theory, modified by
Gould and co-workers,52 was applied. This expression accounts
for the population of vibrationally excited product states and

the finite dielectric response of the environment using the
appropriate Landau−Zener factors for ET in the normal and
inverted regions. The difference in the Landau−Zener factors
reflects the change of the nature of the ET process in the
normal and inverted regions.53 Here, the full expression with
the coupling matrix element V in the exponent, which is valid
even for large V is used:54
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with S = λqm/ℏω, λqm and ω denoting the reorganization energy
and frequency of the quantum mode, respectively. L is the
decay length of the coupling matrix element V and σ is the
contact distance between reactants, taken as the sum of the
reaction partner radii. The preexponential factor is given by
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where the solvent relaxation time, τL, was taken from reference
55 as 260 fs. This corresponds to the average solvation time of
acetonitrile. No satisfactory fit could be achieved with the entire
set of F/Q pairs when using either the fast, i.e. 89 fs, or the
slow, i.e. 630 fs, component of solvation.
The solvent reorganization energy is given by
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and the driving force for the photoinduced electron transfer,
ΔG(r), is estimated from the reduction potentials of the donor
and acceptor, E(D+/D) and E(A/A¯), and the energy of the
excited reactant, E00, using the Weller equation7 (Table 1)

πε ε
Δ = − − −+ −G r E E E

e
r

( ) (D /D) (A/A )
400

2

0 (9)

The contact radii, σ, were calculated from the van der Waals
molecular volumes (Table 2), the value of ω was taken as 1500
cm−1, and the solvent dielectric constant and refractive index
were taken as ε = 36 and n = 1.344.56 All the other quantities in
eqs 4 to 9 were then calculated with these values. The distance
dependences of the main quantities are shown in Figure S3, SI.
The convolution of the Gaussian instrument response function
with eq 1 and eq 2 were compared to the femtosecond
emission decays at 0.15 M and to the κ(c) dependences,
respectively. Good fits to the data were found for several V/L
pairs, as these quantities are not independent. Therefore, the
best sets of parameters were determined by elaborating two-
dimensional maps of the goodness of fit for different values of
V, L, and λqm as discussed in detail in the SI. This procedure
also allowed the error on k0 to be estimated.
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Figure 5 shows the excellent agreement between the best fits
and the experimental data for TrCA/DMA. Similar good fits
were obtained for all 14 F/Q pairs as shown in Figure S5, SI.

Once all the parameters associated with the ET reaction and
the diffusion are known, the intrinsic CS rate constant, k0
(Table 2), were evaluated using the following definition:41

∫π= =
σ

∞
k w r n r t r r4 ( ) ( , 0) d0

2
(10)

where n(r,t = 0) is the radial pair distribution function of the F/
Q pair at time zero (cf. SI). The Stern−Volmer quenching
constants in the zero quencher concentration limit, κ0, which is
the quantity usually displayed in Rehm−Weller type
plots,8,44,57−61 have also been determined (Table 2).
The resulting intrinsic bimolecular photoinduced CS rate

constants, k0, together with κ0 are represented as a function of
the driving force in Figure 6a. Other κ0 values taken from
references 8, 26, and 44 are also shown for comparison.
The low concentration Stern−Volmer rate constants, κ0,

obtained here are in perfect agreement with previously
published values for identical or similar F/Q pairs.8,26,44 In
particular, a diffusional “plateau” at about 2 × 1010 M−1 s−1,
starting at about 0.15 eV and extending over the entire driving-
force range covered is observed. In other words, if one
considers the very same experimental observables as in the

previous studies, the same absence of an inverted region is
found for bimolecular photoinduced CS.
The intrinsic CS rate constants, k0, are typically 2 orders of

magnitude larger than the diffusion-limited rates, κ0. However,
contrary to κ0, they exhibit a weak driving-force dependence,
which can be better appreciated on a linear scale (Figure 6b).
The CS rate constant increases by a factor ∼20 when increasing
the driving force from 0.6 to 1.6 eV and then shows a 2-fold
decrease between 1.6 and 2.4 eV. Thus, the three regions
predicted by Marcus ET theory, namely the normal, the
barrierless, and the inverted regions can be recognized,
although the latter one is very attenuated. Such a bell-shaped
behavior was already anticipated from the initial decay of the
fluorescence intensity and the static quenching rate at high
concentrations by mere inspection. It is thus not due to a bias
introduced in the data analysis by the use of the Marcus
expression to account for the reaction rate. This is also
confirmed by the absence of a trend of the adjustable
parameters, V and L, with ΔG (Table S3, SI) that would
appear if the driving-force dependence observed here were due
to such bias. In fact, the free-energy dependence of k0 calculated
with eq 10 using a single set of V and L nicely reproduces the
observed trend (Figure 6). The seesawing features come from
the ET model used here and do not necessarily have a physical
meaning.52

The decrease of the intrinsic rate constant with driving force
above ∼1.5 eV points to a very attenuated MIR for bimolecular
photoinduced CS, much less pronounced than those observed
for other ET processes, as e.g. bimolecular charge recombina-
tion or intramolecular charge separation and recombina-
tion.11−14,17 Whereas the CS rate constant decreases here by
a factor 2 when increasing the driving force by 0.5 eV in the
inverted region, diminutions by 2 orders of magnitude were
found for charge recombination.39 Despite this, the whole
driving-force dependence of k0, including the very shallow
inversion can still be satisfyingly reproduced by using Marcus

Table 2. Electron Transfer Parameters Calculated or
Obtained from the Data Analysis

F/Q −ΔG (eV) σ (Å)
k0·10

−11

(M−1 s−1)
κ0·10

−11

(M−1 s−1)

DCA/DMB 0.63 7.25 2.9 ± 0.3 0.18
DCA/TMB 0.85 7.07 4.5 ± 1.6 0.18
TCA/TCNE 0.96 6.90 8.9 ± 2.0 0.17
Pe/TMP 1.05 7.24 40.0 ± 7.3 0.26
TrCA/TMB 1.09 7.07 19.5 ± 1.6 0.19
DCA/DMA 1.19 6.87 30.2 ± 3.5 0.24
TCA/TMB 1.35 7.27 33.2 ± 8.0 0.20
TrCA/DMA 1.43 6.97 41.6 ± 13.4 0.24
TCA/DMA 1.69 7.06 39.5 ± 5.0 0.25
CNPe/TCNE 1.74 6.94 28.4 ± 6.3 0.26
DCA/TMP 1.87 7.19 30.0 ± 4.1 0.25
TrCA/TMP 2.11 7.19 31.0 ± 4.7 0.25
Pe/TCNE 2.13 6.85 4.0 ± 1.3 0.25
TCA/TMP 2.37 7.39 21.6 ± 4.5 0.24

Figure 5. Best fit of the model to the experimental steady-state (left)
and femtosecond time-resolved (c = 0.15 M, right) data obtained with
TrCA/DMA. Only every ten experimental points of the fluorescence
decay are shown to allow better comparison.

Figure 6. Driving-force dependence of the intrinsic bimolecular CS
rate constant (open circles) and of the steady-state quenching rate
constant (black circles) and comparison with literature data.8,26,31,44

The solid line is a simulation calculated using eqs 10 and 4 with σ = 7
Å, V = 72 cm−1, L = 1.29 Å, and λqm = 0.32 eV.
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theory. This requires a relatively large electronic coupling
element, V, that would give unrealistically large rate constants, if
the finite dielectric response of the solvent were not taken into
account and if the low coupling limit of eq 4 were used.
Therefore, whereas the diffusion limit leads to a leveling off of
the κ0 values, the solvent response results in a similar effect for
k0. Interestingly, essentially the same free energy dependence is
obtained if CS is assumed to take place at contact distance only,
i.e. if r in eqs 5−9 is kept constant and equal to σ. However, the
distance dependence is essential for a correct description of the
time-resolved experiments.
Despite the agreement between the ET model and the

experiment, one of the differences between CS and charge
recombination, where deep inversion is observed, is the
existence of excited product states of low energy in the former
case. Indeed, the radical ions of most organic molecules have,
apart from a few exceptions like TCNE·¯, low lying electronic
excited state, i.e. well below 2 eV, that can be populated when
the CS driving force to the ionic product in the ground state is
large.8,21,62,63 Unambiguous evidence of such CS to an excited
ionic product was recently reported for the Pe/TCNE pair.22

The k0 value found here for this pair is that showing the
strongest inversion. However, contrary to the other F/Q pairs,
only excited states of F·+ can be populated. In the other pairs,
such as e.g. TCA/TMP, both radical anion and cation have
sufficiently low electronic excited states.64 The existence of
these additional pathways leads to an increase of the CS rate
constants, hence to an additional attenuation of the MIR.
Considering the above results, the persisting lack of

observations of the Marcus inverted region for bimolecular
photoinduced CS using only steady-state and/or nanosecond
time-resolved emission spectroscopy is not at all bewildering.
Figure 6 shows that the CS remains significantly faster than
diffusion in liquid solution up to a driving force of at least 2.5
eV.
The intrinsic CS rate constants reported by Mataga and co-

workers31 (+’s in Figure 6a) and obtained using a similar
combination of time-resolved measurements and analysis with a
model for diffusion-assisted reaction are substantially smaller
and more scattered than those obtained in this work. These
differences most probably originate from the response time of
their experiment, which was more than 2 orders of magnitude
larger than that of the fluorescence up-conversion setup used
here. As steady-state quenching experiments were not used to
check the consistency of the time-resolved data analysis,
ultrafast quenching components, beyond the resolution of their
experiment, have probably been missed.
Around ΔG = 0, a horizontal shift of approximately 0.2 eV

between our extrapolated simulation and the original
experimental Rehm and Weller results can be seen. This
difference could originate from too simplistic an estimation of
the CS driving force when using eq 9. For example, the
adequacy of the Coulombic term in eq 9 to account for the
electrostatic interaction between two ions in contact has been
questioned.65 Furthermore, exciplexes with partial charge
transfer character have been shown to be the dominant
product of weakly exergonic ET quenching.61,66−69 In such
cases, the effective driving force is not properly accounted for
by eq 9 that assumes full charge transfer.

■ CONCLUSIONS
Contrary to previous investigations of the driving-force
dependence of bimolecular photoinduced charge separation

processes, we have focused our attention on the static and
transient stages of the fluorescence quenching using a
combination of steady-state and femtosecond time-resolved
emission measurements. By analyzing both sets of data with
differential encounter theory, we have been able to obtain the
intrinsic rate constants of bimolecular photoinduced charge
separation in acetonitrile. A weak bell-shape dependence of the
quenching rate, which can already be anticipated by direct
inspection of the experimental data, is found. The charge
separation rate constant increases up to a driving force of about
1.5 eV and exhibits a slight decrease at higher driving forces.
Charge separation remains faster than diffusion by almost 2
orders of magnitude over the whole ΔG range investigated.
These large rate constants and weak decrease explain why the
Marcus inverted region could never be observed when looking
at the slower stages of the quenching, using nanosecond time-
resolved fluorescence and/or steady-state quenching experi-
ments at low concentration. This solves the long-lasting
paradox related to the Rehm−Weller experiment. The
driving-force dependence found here for bimolecular photo-
induced charge separation is much less pronounced than those
reported for other electron transfer processes. It can be
explained by the opening of new charge separation channels at
high exergonicity leading to the formation of excited ion
products, as recently observed.22 Even neglecting these
additional pathways, the observed driving-force dependence
can be accounted for in terms of Marcus theory, taking the
solvent dielectric response into account.
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