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Abstract. We present and analyze Schwarz domain decomposition methods for a general diffusion problem with complex advection. The complex advection term changes completely the nature of the solution and makes it more Helmholtz like. In the case of constant parameters, we analyze in detail the influence of the outer boundary conditions on the performance of the Schwarz algorithm, including PML conditions to emulate free space problems, and optimized transmission conditions, also for multiple subdomains for decompositions into strips. Our results show that the performance of Schwarz methods for such Helmholtz like problems is much better on free space configurations than in waveguides or closed cavities. Equations with complex advection appear in diverse applications, for example the convected Helmholtz equation, the Gross-Pitaevskii equation, Schrödinger equations, and also as important component in the wave-ray multigrid algorithm for Helmholtz problems. We show as an example the performance of our Schwarz methods for a potential flow around a schematic submarine.
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1. Introduction. We are interested in solving numerically a partial differential equation (PDE) with a complex (!) advection term of the form

(1.1) \[-\text{div}(A\nabla u) + a \cdot \nabla u + \mu u = f \quad \text{in} \quad \Omega, \quad i := \sqrt{-1},\]

where $\Omega$ is a subset of $\mathbb{R}^2$, $A$ is a $2 \times 2$ real symmetric positive definite matrix function, $\mu$ is a real function and $a$ is a real vector function in $\mathbb{R}^2$. We will assume that the source term $f$ is compactly supported, and (1.1) must be equipped with appropriate boundary conditions that we will specify later. Equation (1.1) is very different from a classical advection diffusion equation with real advection term, and can have Helmholtz character even when $\mu$ has the good sign, i.e. $\mu \geq 0$. Equation (1.1) appears in various contexts:

- **The convected Helmholtz equation**: in this case, $\mu = -\omega^2$ with $\omega$ the pulsation of the wave, $a = -2\omega v$ with $v$ the underlying flow (with convention $e^{-i\omega t}$ for the time variable), and the solution $u$ represents a pressure field. If the underlying flow is assumed to be incompressible, then we have

\[ A = c_0^2 \text{Id} - v v^T, \]

with $c_0 > 0$ the sound speed, see e.g. [41, 3, 5]. Note that to ensure that the matrix $A$ is positive definite, the flow speed $v$ must be small enough with respect to the sound speed $c_0$ (under mach 1).

- **The Gross-Pitaevskii equation**: equation (1.1) also appears as an intermediate problem for computing ground states of the Gross-Pitaevskii equation (which consists in solving a minimization problem), see [14, p.1107] or [2]. Solving equation (1.1) is an essential ingredient to compute the Sobolev gradient of the cost functional.

- **The linearized Schrödinger equation**: when looking for traveling wave solutions of the form $\psi(t, x) = u(x-at)$ to the linearized Schrödinger equation

\[ i\frac{\partial}{\partial t}\psi + \frac{1}{2}\Delta \psi - V\psi = 0, \]
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see [7] or [12, p.198], equation (1.1) appears with $A = \frac{1}{2} \text{Id}$ and $\mu = V$.

- **The ray equation**: equation (1.1) also appears as a fundamental ingredient in the wave-ray multigrid method for solving the Helmholtz equation [10, 37, 38, 44],

$$-\Delta \tilde{u} - \omega^2 \tilde{u} = 0,$$

when seeking the ray component of the form $\tilde{u}(x) = e^{i k \cdot x} u$, where $k$ is a given direction in $\mathbb{R}^2$ satisfying the dispersion relation $\|k\|^2_2 = \omega^2$. Then, $u$ satisfies equation (1.1) with $A = \text{Id}$, $a = -2k$ and $\mu = 0$.

When equipped with classical Dirichlet, Neumann or Robin (impedance) boundary conditions (BCs), one can show that problem (1.1) is of Fredholm type, since the operator $-\text{div}(A \nabla \cdot \cdot \cdot )$ is coercive. We deduce then that the problem is of type coercive $+$ compact, see [3, p.6], and therefore admits a unique solution, except for at most a countable set of parameters.

Depending on the situation of interest from the list above, we will consider Dirichlet, Neumann or Robin BCs. Furthermore, we will also consider the case where we have Perfectly Matched Layers (PMLs) surrounding the domain of interest, which is important for wave-like problems on unbounded domains. The derivation of the PML formulation is not straightforward for equations of the type (1.1), see for instance [5, 41] for the convected Helmholtz equation, and we will briefly recall the PML construction hereafter.

Our goal is to analyze convergence properties of a Schwarz Domain Decomposition Method (DDM) with overlap using classical Fourier analysis, see [27, 18]. In particular, we wish to emphasize the impact of considering PML to truncate the computational domain. There is an important body of literature dedicated to the study of Schwarz methods for the Helmholtz equation, see [13, 29, 31, 33, 28, 32, 27, 25, 26, 16] and reference therein. However, only few results exist for the convected Helmholtz equation; an exception is the recent paper [36], in which the authors study a non-overlapping DDM for the convected Helmholtz equation. In fact, in the case of constant parameters $A$, $a$ and $\mu$, one can reformulate, as we explain hereafter, equation (1.1) as a classical Helmholtz equation, using an appropriate change of variables. This shows in particular that we will clearly face the same difficulties as in the Helmholtz case [20] for solving (1.1), but we can also benefit from the results known for the Helmholtz case.

The rest of our paper is organized as follows: First in section 2 we recall the link between the classical Helmholtz equation and equation (1.1), and explain how we can derive a stable PML formulation and simple Absorbing BCs (ABCs). Then, in section 3 we present a Fourier analysis of a Schwarz DDM considering vertical slicing and various transmission conditions in the case of constant parameters and for diagonal $A$. We study the impact of various outer PML truncations on the performance of the method, and explain how to properly take them into account in the implementation. Finally, in section 4 we give some concluding remarks.

*Remark 1.1.* Schwarz methods have been intensively studied for a formally similar equation, namely the advection-diffusion equation, see [11, 39, 1, 30, 19, 8], but the mathematical character of this equation with real advection term is very different from our equation (1.1). Also, the anisotropic aspect of diffusion was studied for Schwarz methods in [24, 23], but again without the fundamentally character changing term of the complex advection in (1.1).

2. **Reformulation as a Helmholtz equation and related results.** In this section, as well as for the analysis in the next section, we will suppose that $A$, $a$ and
μ are constant parameters. Note that for the construction of ABCs and for the PML formulation, a generalization to locally perturbed parameters is possible.

2.1. Link with the Helmholtz equation. For the convected Helmholtz equation, in the case of constant parameters, it is well-known that there exist coordinate transformations that map the convected Helmholtz equation into the Helmholtz equation, see [41, 34]. Let us explain a similar idea for (1.1), namely to consider

\[ u(x) = v(x)e^{ik \cdot x} \]  

with \( k \) to be suitably chosen later. Then, we have

\[ \nabla u = (\nabla v)e^{ik \cdot x} + ve^{ik \cdot x}ik, \]

and

\[ \text{div}(A \nabla u) = \text{div}(A \nabla v)e^{ik \cdot x} + 2iA \nabla v \cdot k e^{ik \cdot x} - v ||k||_A^2 e^{ik \cdot x}, \]

where we denote by \( ||k||_A^2 := Ak \cdot k \). Introducing these results into (1.1), we get that \( v \) satisfies

\[ (2.1) \quad - \text{div}(A \nabla v) + \nabla v \cdot (iA - 2tA k) + (\mu + ||k||_A^2 - a \cdot k)v = e^{-ik \cdot x} f. \]

If we choose now \( k := \frac{1}{2} A^{-1} a \), equation (2.1) simplifies to

\[ (2.2) \quad - \text{div}(A \nabla v) + (\mu - \frac{||a||_{A^{-1}}^2}{4})v = e^{-\frac{1}{2} A^{-1} a \cdot x} f. \]

Remark 2.1. Note that (2.2) is a classical Helmholtz problem if \( \mu - \frac{||a||_{A^{-1}}^2}{4} < 0, \)

so even for \( \mu \geq 0, (1.1) \) has a Helmholtz character if \( ||a||_{A^{-1}}^2 \) is large enough: the complex convection term is the reason for this Helmholtz character of equation (1.1).

Now, from (2.2), using an appropriate linear coordinate transformation of the form

\[ x' = Sx, \]

we can rewrite the operator \( \text{div}(A \nabla \cdot) \) as a Laplace operator, because

\[ (2.3) \quad \nabla' = S^T \nabla, \quad \implies \quad \text{div}(A \nabla \cdot) = \text{div}'(SAS^T \nabla'), \]

and since \( A \) is symmetric positive definite, we can use the Cholesky decomposition \( A = GG^T \) and thus take \( S = G^{-1} \) to simplify (2.4). Equation (2.2) then simplifies to

\[ (2.5) \quad - \Delta' v' + (\mu - \frac{1}{4} ||a||_{A^{-1}}^2)v' = \tilde{f}, \]

where \( v'(x') = v(x) \) and \( \tilde{f}(x') = e^{-\frac{1}{2} A^{-1} S^{-1} x' \cdot f(S^{-1} x')} \).

Remark 2.2. In our case, the change of variables (2.3) preserves the vertical boundaries, because the matrix \( S = G^{-1} \) is lower triangular, so that

\[ \{x = \alpha\} \quad \iff \quad \{x' = s_{11} \alpha\}, \]

where \( s_{ij} = [S]_{i,j}. \) In contrast, horizontal boundaries are deformed into oblique boundaries (if \( a_{12} \neq 0 \)), in the same spirit as in [43].
2.2. Derivation of a simple Absorbing Boundary Condition. The reformulation (2.5) as a Helmholtz equation is used in the literature for constructing ABCs for the convected Helmholtz equation, see [4], or PMLs [5, 41], albeit using a different change of variables (the choice is not unique). Suppose that\(^3\) \(\mu - \frac{1}{4} \|a\|^2_{A^{-1}} < 0\), then we can easily deduce the equivalent of the classical ABC for the Helmholtz equation (taking the convention \(e^{-i\omega t}\) for the time variable):

\[
\nabla' v' \cdot n' - i\tilde{\omega} v' = 0 \iff S^{-T} \nabla v \cdot n' - i\tilde{\omega} v = 0, \\
A \nabla v \cdot (G^{-T} n') - i\tilde{\omega} v = 0, \\
A \nabla \cdot n - \frac{1}{2} a \cdot n u - i\tilde{\omega} \|n\|_A u = 0,
\]

(2.6)

where \(\tilde{\omega} := \sqrt{-\mu + \frac{1}{4} \|a\|^2_{A^{-1}}}\), and \(n\) is the normal on a given boundary surrounding the computational domain. Note that this ABC for equation (1.1) can be derived for any straight boundary since the classical ABC for the Helmholtz equation can be derived on any straight line, no matter the orientation. If on the contrary we consider this condition on a circular boundary for the Helmholtz equation, then the boundary for equation (1.1) is no more a circle, see for instance [4, 40] for more details and higher order ABCs. Similarly, one can derive second order ABCs, on straight lines:

\[
\nabla' v' \cdot n' - i\tilde{\omega} v' + \frac{1}{2\omega} \partial^2_{\tau'} v' = 0
\]

(2.7)

\[
\iff A \nabla u \cdot n - i \left( \frac{1}{2} a \cdot n - \frac{(t \cdot k)^2}{2\omega} \left\|n\right\|_A + \tilde{\omega} \left\|n\right\|_A \right) u \\
- \frac{1}{\tilde{\omega}} \left\|n\right\|_A (t \cdot k) \partial_{\tau} u + \frac{1}{2\omega} \left\|n\right\|_A \partial^2_{\tau} u = 0,
\]

where \(t\) is the unit tangential vector, \(k\) has been defined just off (2.1) and \(\partial_{\tau}\) denotes the tangential derivative.

As a numerical illustration, we consider the convected Helmholtz problem

\[(2.8)\]

\[-\text{div} (A \nabla u) - 2i\omega v \cdot \nabla u - \omega^2 u = \delta \quad \text{in } \Omega = (0, 1)^2,
\]

where \(\delta\) is the Dirac source term, and \(A = \text{Id} - vv^T\). We show in Figure 1 the solution \(u\) we obtain using the ABC (2.6) or (2.7) for the model problem (2.8) with problem parameters

\[(2.9)\]

\[v := Ma \begin{bmatrix} \cos(\theta) \\ \sin(\theta) \end{bmatrix}, \quad \theta = \frac{\pi}{4}, \quad Ma = \frac{1}{2}, \quad \omega = 40.
\]

Remark 2.3. Note that to properly implement ABC (2.7) on a square, one should also consider corner compatibility conditions, similarly to [42] (which is not the case here). This deserves an independent study that will be done later. The main purpose for introducing this ABC here is for the transmission conditions that we will use in the Schwarz algorithm in section 3.

\footnote{In what follows, we will always assume that \(\mu - \frac{1}{4} \|a\|^2_{A^{-1}} < 0\), since otherwise, the problem is coercive and has lost its difficult Helmholtz character.}
2.3. Derivation of a Cartesian PML formulation. In this subsection, we will also assume that $A$ is a diagonal matrix so that the coordinate transformation (2.3) preserves both horizontal and vertical boundaries, since the matrix $S$ is diagonal, which simplifies the construction of a Cartesian PML. We refer to [15] for the construction of a PML on a polygonal domain. We emphasize that the assumptions that the parameters are constant and $A$ is diagonal are necessary only in the PML region.

We introduce the complex stretched coordinates in the modified coordinate system $(x', y')$,

$$\tilde{x}'(x') = \begin{cases} x' + \sigma_x(x' - (a' + \ell')) & \text{if } x' \in (a', a' + \ell'), \\ x' & \text{if } x' \in (a' + \ell', b' - \ell'), \\ x' + \sigma_x(x' - (b' - \ell')) & \text{if } (b' - \ell', b') \\ x' \end{cases}$$

and

$$\tilde{y}'(y') = \begin{cases} y' + \sigma_y(y' - (c' + \ell')) & \text{if } y' \in (c', c' + \ell'), \\ y' & \text{if } y' \in (c' + \ell', d' - \ell'), \\ y' + \sigma_y(y' - (d' - \ell')) & \text{if } y' \in (d' - \ell', d') \\ y' \end{cases}$$

where $\sigma_x > 0$ and $\sigma_y > 0$ are the strength of the PML in each direction, and $\ell' > 0$ is the depth of the PML.

Under these hypotheses, it is well-known that the PML formulation for the Helmholtz equation in $(x', y')$ coordinates reads

$$- \text{div}' (D'_{PML} \nabla' v') + s'_{x'} s'_{y'} (\mu - \frac{1}{4}||a||_{A^{-1}}^2) v' = \tilde{f},$$

where

$$D'_{PML} = \begin{bmatrix} s'_{y'}/s'_{x'} & 0 \\ 0 & s'_{x'}/s'_{y'} \end{bmatrix}.$$
and

\[ s'_y(y') := \begin{cases} 
1 & \text{if } y' \in (c' + \ell, d' - \ell), \\
1 + i\sigma_y & \text{otherwise}.
\end{cases} \tag{2.14} \]

Returning to the \((x,y)\) coordinates, equation (2.12) becomes

\[ -\text{div}(A_{PML} \nabla v) + s_x s_y (\mu - \frac{1}{4} \|a\|^2_{\tilde{A}^{-1}}) v = \tilde{f}, \tag{2.15} \]

where

\[ A_{PML} = \begin{bmatrix} a_{11} s_y / s_x & 0 \\
0 & a_{22} s_x / s_y \end{bmatrix}, \]

and \(s_x(x) = s'_x(x')\) and \(s_y(y) = s'_y(y')\). Recalling that \(v(x) = u e^{-i \frac{1}{2} (A^{-1}a) \cdot x}\), we get

\[ A_{PML} \nabla v = \left( A_{PML} \nabla u - i u \frac{1}{2} A_{PML} A^{-1} a \right) e^{-i \frac{1}{2} (A^{-1}a) \cdot x}, \]

and, observing that \(A_{PML}\) depends on \((x,y)\),

\[ \text{div}(A_{PML} \nabla v) = \left( \text{div}(A_{PML} \nabla u) - i \frac{1}{2} a_{PML} \cdot \nabla u \\
- i \frac{1}{2} \text{div}(u a_{PML}) - u \frac{1}{4} \|a\|^2_{\tilde{A}^{-1}_{PML}} \right) e^{-i \frac{1}{2} (A^{-1}a) \cdot x}, \]

where

\[ \tilde{A}^{-1}_{PML} := A^{-1} A_{PML} A^{-1}, \quad a_{PML} := A_{PML} A^{-1} a. \]

Thus, inserting this expression into (2.15), we obtain the PML formulation for (1.1), namely

\[ -\text{div}(A_{PML} \nabla u) + i \frac{1}{2} a_{PML} \cdot \nabla u + i \frac{1}{2} \text{div}(u a_{PML}) + s_x s_y (\mu - \frac{1}{4} \|a\|^2_{\tilde{A}^{-1}} + \frac{1}{4 s_x s_y} \|a\|^2_{\tilde{A}^{-1}_{PML}}) u = f. \tag{2.16} \]

Note that the PDE remains unchanged from the initial one in (1.1) in the physical region.

As a numerical illustration, let us consider once again problem (2.8), but this time with the problem parameters

\[ v := M \begin{bmatrix} \cos(\theta) \\
\sin(\theta) \end{bmatrix}, \quad \theta := 0, \quad M := \frac{4}{5}, \quad \omega := 80. \tag{2.17} \]

In Figure 2, we show the real part of the solution computed using a naive classical PML (left), which is known to have instabilities in some configurations, as we can clearly see here, and the PML formulation (2.16) (right), which works perfectly.

---

\[ \text{Note that the PDE remains unchanged from the initial one in (1.1) in the physical region.}\]

\[ \text{As a numerical illustration, let us consider once again problem (2.8), but this time with the problem parameters}\]

\[ v := M \begin{bmatrix} \cos(\theta) \\
\sin(\theta) \end{bmatrix}, \quad \theta := 0, \quad M := \frac{4}{5}, \quad \omega := 80. \]

\[ \text{In Figure 2, we show the real part of the solution computed using a naive classical PML (left), which is known to have instabilities in some configurations, as we can clearly see here, and the PML formulation (2.16) (right), which works perfectly.}\]
3. Fourier analysis of a classical Schwarz algorithm. We now present and analyze Schwarz domain decomposition methods for (1.1) in a specific geometry: find $u \in H^1(\Omega)$ satisfying

$$-\nabla(A \nabla u) + \mathbf{a} \cdot \nabla u + \mu u = f \quad \text{in } \Omega = (a, b) \times (c, d),$$

where $A$ is a diagonal matrix, $a < b$ and $c < d$ with $\{a, b, c, d\} \in \mathbb{R}$. For the boundary conditions, we will consider four configurations:

- **Dirichlet-Dirichlet**: we impose homogeneous Dirichlet boundary conditions on both vertical and horizontal boundaries,
- **Dirichlet-PML**: we impose also homogeneous Dirichlet boundary conditions on the left and right but a PML on the bottom and top boundaries (which terminates with a homogeneous Dirichlet boundary condition),
- **PML-Dirichlet**: the same idea but with PML on the vertical boundaries,
- **PML-PML**: imposing PML on all sides of the domain.

The first case models a bounded domain, the second and third cases a waveguide with different orientation, and the last case a free space problem. We decompose the domain $\Omega$ first into two overlapping subdomains $\Omega_1 := (a, \beta) \times (c, d)$ and $\Omega_2 := (a, b) \times (c, d)$ with $\alpha \leq \beta$, see Figure 3. We denote by $\Gamma_{1,2} := \{x = \beta\} \times (0, 1)$ the interface of $\Omega_1$ (within $\Omega_2$) and $\Gamma_{2,1} := \{x = \alpha\} \times (0, 1)$ the interface of $\Omega_2$ (within $\Omega_1$). Then, a general iterative Schwarz algorithm computes for iteration index $n = 1, 2, \ldots$
the subdomain solutions
\[
-\text{div}(A \nabla u_1^n) + i \mathbf{a} \cdot \nabla u_1^n + \mu \omega u_1^n = f_1 \quad \text{in } \Omega_1, \\
u_1^n = 0 \quad \text{on } \partial \Omega_1 \setminus \Gamma_{1,2},
\]
\[
-\text{div}(A \nabla u_2^n) + i \mathbf{a} \cdot \nabla u_2^n + \mu \omega u_2^n = f_2 \quad \text{in } \Omega_2, \\
u_2^n = 0 \quad \text{on } \partial \Omega_2 \setminus \Gamma_{2,1},
\]
\[
(-a_{11} \partial_x + S(p_{2,1}, q_{2,1})) u_2^n = (-a_{11} \partial_x + S(p_{2,1}, q_{2,1})) u_1^n \quad \text{on } \Gamma_{2,1},
\]
where \( f_i \) is the restriction of \( f \) to \( \Omega_i, \ i \in \{1, 2\} \), \( p_{1,2}, p_{2,1}, q_{1,2} \) and \( q_{2,1} \) are complex constants and \( S(p, q) \) is the transmission operator defined by
\[
S(p, q) = -i \left( \frac{1}{2} \mathbf{a} \cdot \mathbf{n} + p \| \mathbf{n} \|_A \right) + q \left( \mathbf{n} \right)_A \left( \frac{(\mathbf{t} \cdot \mathbf{k})^2}{2} - (\mathbf{t} \cdot \mathbf{k}) \partial_t + \frac{1}{2t} \partial_t^2 \right).
\]
Note that we consider here a particular transmission condition to get a condition similar to the ABC (2.6) (taking \( p = \bar{\omega} \) and \( q = 0 \)) or the ABC (2.7) (taking \( p = \bar{\omega} \) and \( q = \frac{1}{2} \)) at the interfaces. Also, we emphasize that when using PML, the algorithm should be written with complex stretched coordinates, or equivalently with the PML formulation as described in subsection 2.3. Moreover, in the PML formulation it is interesting to note that the boundary term coming from the integration by parts of \( \text{div}(u \mathbf{a}_{PML}) \) is canceled by this choice of transmission condition, see Remark 3.3 for more details.

To study the convergence of the Schwarz algorithm (3.2) as \( n \) goes to infinity, we consider the error \( u - u_i^n \|_{\Omega_i}, \ i \in \{1, 2\} \), which amounts to consider the algorithm (3.2) with zero source terms. Using the equivalence with the Helmholtz equation, the iterative algorithm (3.2) for the error becomes
\[
-\Delta (v_i^n) = 0 \quad \text{in } \Omega_i, \\
\partial_n (v_i^n) = 0 \quad \text{on } \partial \Omega_i \cap \partial \Omega',
\]
\[
-\Delta (v_2^n) - \tilde{\omega}^2 (v_2^n) = 0 \quad \text{in } \Omega_2', \\
\partial_n (v_2^n) = 0 \quad \text{on } \partial \Omega_2' \cap \partial \Omega',
\]
\[
(-\partial_n + S'(p_{2,1}, q_{2,1})) (v_2^n) = 0 \quad \text{on } \Gamma_{2,1}',
\]
where \( \Gamma_{1,2}' := \{ x' = \beta' \} \times (c', d') \) and \( \Gamma_{2,1}' := \{ x' = \alpha' \} \times (c', d') \), the transmission operator \( S' \) is defined by
\[
S'(p', q') = p' - \frac{q'}{2t} \partial_t v',
\]
and
\[
r_{1,2}' = \frac{r_{1,2}}{\sqrt{\alpha_{11}}} \quad \text{and} \quad r_{2,1}' = \frac{r_{2,1}}{\sqrt{\alpha_{11}}}, \ r = \{p, q\}.
\]
We recall that the term \( \sqrt{\alpha_{11}} \) comes from the Cholesky decomposition of \( A = GG^T \) and the fact that \( A \) is assumed to be diagonal. As a consequence, to study the convergence of the Schwarz algorithm (3.2), we will study the convergence of the algorithm rewritten for the Helmholtz equation (3.4). A similar idea of using an equivalent algorithm to remove the anisotropy and advection term can be found in [22].
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Remark 3.1. The choice of a diagonal matrix $A$ ensures that in the reformulation (3.4) the domain $\Omega'$ is still a square, which is important for the analytical solution we use below.

Remark 3.2. From the reformulation (3.4) of the Schwarz algorithm (3.2), we can obtain optimized transmission conditions, using the optimized parameters $p'_{1,2}$ and $p'_{2,1}$ from [27] and relation (3.6).

Remark 3.3. For the implementation, in the PML context, the transmission conditions on $\Gamma_{1,2}$ and $\Gamma_{2,1}$ should be equivalently rewritten as

$$
\frac{sy}{sx}a_{11} \partial_x u_1^n + \frac{sy}{sx} S(p_{1,2}, q_{1,2}) u_1^n = \frac{sy}{sx} a_{11} \partial_x u_2^{n-1} + \frac{sy}{sx} S(p_{1,2}, q_{1,2}) u_2^{n-1} \quad \text{on} \quad \Gamma_{1,2},
$$

and

$$
-\frac{sy}{sx}a_{11} \partial_x u_2^n + \frac{sy}{sx} S(p_{2,1}, q_{2,1}) u_2^n = -\frac{sy}{sx} a_{11} \partial_x u_1^n + \frac{sy}{sx} S(p_{2,1}, q_{2,1}) u_1^n \quad \text{on} \quad \Gamma_{2,1},
$$

to get natural variational conditions. This is different from implementing the Després like transmission conditions

$$
\frac{sy}{sx}a_{11} \partial_x u_1^n + S(p_{1,2}, q_{1,2}) u_1^n = \frac{sy}{sx} a_{11} \partial_x u_2^{n-1} + S(p_{1,2}, q_{1,2}) u_2^{n-1} \quad \text{on} \quad \Gamma_{1,2},
$$

and

$$
-\frac{sy}{sx}a_{11} \partial_x u_2^n + S(p_{2,1}, q_{2,1}) u_2^n = -\frac{sy}{sx} a_{11} \partial_x u_1^n + S(p_{2,1}, q_{2,1}) u_1^n \quad \text{on} \quad \Gamma_{2,1},
$$

which can lead to a divergent algorithm when algorithm (3.2) is convergent!

### 3.1. Computation of the convergence factor in the two subdomain case.
We show the computations for the PML-PML case, the other cases can be deduced by simply taking $\sigma_x = 0$ or $\sigma_y = 0$, see equation (2.13) for the definition of $\sigma_x$ and $\sigma_y$. Due to the rectangular geometry of the domain $\Omega'$, and since $A$ is assumed to be diagonal, we can use separation of variables to analytically obtain the errors in the Schwarz algorithm (3.4),

$$
(v')^n_i = \sum_{k \in \mathbb{N}^*} \psi_k(y') \left( A^n_i(k)e^{i\lambda(x)z'(x')} + B^n_i(k)e^{-i\lambda(x)z'(x')} \right), \quad i \in \{1, 2\},
$$

where $\lambda(\xi_k) = \sqrt{\omega^2 - \xi_k^2}$. The functions $\psi_k$ and the complex numbers $\xi_k$ are the eigenfunctions and eigenvalues of the eigenvalue problem

$$
\begin{cases}
-\partial_{y'}^2 \psi_k = \xi_k^2 \psi_k & \text{for} \quad y' \in (c', d'), \\
\psi_k = 0 & \text{on} \quad y' \in \{c', d'\},
\end{cases}
$$

and we have, up to normalization

$$
\psi_k \propto \sin(\xi_k(y' - c')) \quad \text{and} \quad \xi_k = \frac{k\pi}{d' - c} \quad \text{if} \quad \sigma_y = 0,
$$

and

$$
\psi_k \propto \sin(\xi_k(y' - c')) \quad \text{if} \quad \sigma_y > 0.
$$
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Remark 3.4. If there is no horizontal PML (\(\sigma_y = 0\)), then the family \((\psi_k)_k\) is an orthonormal basis of \(L^2((c', d'))\). This does not hold any more when considering PML (\(\sigma_y > 0\)). In fact, although one can show that the family is a complete basis [35], it is neither an orthonormal basis nor a Riesz basis. A consequence of this result is that the decomposition (3.7) is still justified, but cannot be computed in practice given an arbitrary Robin data on \(\Gamma_{1,2}\) or \(\Gamma_{2,1}\).

Remark 3.5. Note also that if \(\sigma_y\) is not a constant but a function of \(y\), the results still hold replacing the constant \(\sigma_y\) by the integral of \(\sigma_y\) on the PML interval.

In the expressions (3.7), the amplitudes \(A^n(k)\) and \(B^n(k)\) should be chosen to satisfy the vertical BCs, namely

- on \(\Gamma'_0\) \(\{x' = a'\} \times (c', d')\) and \(\Gamma_{1,2}\) for \(i = 1\),
- and on \(\Gamma_2 = \{x' = b'\} \times (c', d')\) and \(\Gamma_{2,1}\) for \(i = 2\),

the horizontal BCs on \((a', b') \times \{c', d'\}\) being already satisfied. To ensure these BCs, we must impose

\[
B^n_1(k) = -A^n_1(k)e^{2i\lambda(\xi_k)(a'-\sigma_x \ell')}
\quad \text{and} \quad
B^n_2(k) = -A^n_2(k)e^{2i\lambda(\xi_k)(b'+\sigma_x \ell')},
\]

Now, the BC on \(\Gamma'_{1,2}\) (on \(x' = \beta'\)) implies

\[
A^n_1(k) \left[ i\lambda(\xi_k) \left( e^{i\lambda(\xi_k)\beta'} + e^{2i\lambda(\xi_k)(a'-\sigma_x \ell')e^{-i\lambda(\xi_k)\beta'}} \right) \right.
\]

\[+ \hat{S}^1_{1,2} \left( e^{i\lambda(\xi_k)\beta'} - e^{2i\lambda(\xi_k)(a'-\sigma_x \ell')e^{-i\lambda(\xi_k)\beta'}} \right) \left] \right. \]

\[= A^n_{-1}(k) \left[ i\lambda(\xi_k) \left( e^{i\lambda(\xi_k)\beta'} + e^{2i\lambda(\xi_k)(b'+\sigma_x \ell')e^{-i\lambda(\xi_k)\beta'}} \right) \right. \]

\[+ \hat{S}^1_{1,2} \left( e^{i\lambda(\xi_k)\beta'} - e^{2i\lambda(\xi_k)(b'+\sigma_x \ell')e^{-i\lambda(\xi_k)\beta'}} \right) \left] \right.,
\]

where \(\hat{S}^1_{1,2} = p'_{1,2} + q'_{1,2} \frac{\xi^2}{2i}\), so that

\[A^n(k) = \rho_1(k)A^n_{-1}(k),\]

with the first convergence factor component

\[
\rho_1(k) = \frac{\left( i\lambda(\xi_k) + \hat{S}^1_{1,2} \right) + e^{2i\lambda(\xi_k)(b'+\sigma_x \ell')-2\beta'}}{\left( i\lambda(\xi_k) + \hat{S}^1_{1,2} \right) + e^{2i\lambda(\xi_k)(a'-\sigma_x \ell')-2\beta'}}
\]

In the same way, we get using the BC on \(\Gamma_{2,1}\) (on \(x' = \alpha'\)) that

\[
A^n_2(k) \left[ -i\lambda(\xi_k) \left( e^{i\lambda(\xi_k)\alpha'} + e^{2i\lambda(\xi_k)(b'+\sigma_x \ell')e^{-i\lambda(\xi_k)\alpha'}} \right) \right.
\]

\[+ \hat{S}^2_{2,1} \left( e^{i\lambda(\xi_k)\alpha'} - e^{2i\lambda(\xi_k)(b'+\sigma_x \ell')e^{-i\lambda(\xi_k)\alpha'}} \right) \left] \right. \]

\[= A^n_1(k) \left[ -i\lambda(\xi_k) \left( e^{i\lambda(\xi_k)\alpha'} + e^{2i\lambda(\xi_k)(a'-\sigma_x \ell')e^{-i\lambda(\xi_k)\alpha'}} \right) \right. \]

\[+ \hat{S}^2_{2,1} \left( e^{i\lambda(\xi_k)\alpha'} - e^{2i\lambda(\xi_k)(a'-\sigma_x \ell')e^{-i\lambda(\xi_k)\alpha'}} \right) \left] \right.,
\]

where \(\hat{S}^2_{2,1} = p''_{2,1} + q''_{2,1} \frac{\xi^2}{2i}\), so that

\[A^n(k) = \rho_2(k)A^n_1(k),\]
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with the second convergence factor component

$$\rho_2(k) = \frac{\left(-i\lambda(\xi_k) + \tilde{S}_{2,1}\right) - e^{2i\lambda(\xi_k)(\alpha' - \sigma_x) - \alpha'}}{\left(-i\lambda(\xi_k) + \tilde{S}_{2,1}\right) - e^{2i\lambda(\xi_k)(b' + \sigma_x) - \alpha'}} \cdot \left(i\lambda(\xi_k) + \tilde{S}_{2,1}\right).$$

Thus, the convergence factor of the Schwarz method is \(\rho(k) = \rho_1(k)\rho_2(k)\). Let us emphasize once again that the convergence factor depends on the case considered (\(D-D, D-PML, PML-D\) or \(PML-PML\)) through \(\sigma_x\) but also through the eigenvalue problem (3.8).

As a numerical illustration, let us consider the wave-ray equation,

$$\Delta u + a \cdot \nabla u = 0 \quad \text{in} \quad \Omega = (0,1)^2,$$

$$u = 0 \quad \text{on} \quad \partial\Omega,$$

with \(a := (10,0)\). To solve this problem, we implemented algorithm (3.2) (not its equivalent Helmholtz formulation (3.4)) with the parameters

$$p_{1,2} = p_{2,1} = \bar{\omega} \quad \text{and} \quad q_{1,2} = q_{2,1} = 0,$$

which corresponds to \(p'_{1,2} = p'_{2,1} = \bar{\omega}\) (and to the ABC (2.6)). We took \(\alpha = 0.45\) and \(\beta = 0.55\) so that the overlap is of size 0.1. In the \(D-D\) case, the convergence factor is shown in Figure 4 (where the variable \(k\) is “continuified” in the abscissa). Since we have \(\rho(-k) = \rho(k)\), we show the convergence factor only for \(k \geq 0\). The vertical dotted lines correspond to integer values of \(k\). We see that the algorithm is not convergent, since for the first (non-zero) mode, we have \(\rho_{DD}(1) \simeq 1.115\). In the same Figure, we also show the error evolution versus the iterations initializing the error equations with mode \(k = 1, 2\) and 3. We see that for modes 2 and 3, the algorithm is convergent (as expected from the convergence factor) up to a point where the round-off error makes the first mode appear, like in power iterations. Computing the slopes of the three lines on the right gives the convergence factors \(\rho_{DD}(1) \simeq 1.115\), \(\rho_{DD}(2) \simeq 0.463\) and \(\rho_{DD}(3) \simeq 0.202\), matching well the theoretical prediction on the left.

For the same example, we show the convergence factors \(\rho_{DD}, \rho_{DPML}, \rho_{PMLD}\) and \(\rho_{PMLPML}\) in Figure 5 taking this time either the parameters (3.14) associated to the zero order ABC or the parameters associated to the second order ABC:

$$p_{1,2} = p_{2,1} = \bar{\omega} \quad \text{and} \quad q_{1,2} = q_{2,1} = \frac{1}{\bar{\omega}}.$$
For the PML parameters, we took $\sigma_x = \sigma_y = 10$ and $\ell' = 0.1$. We see that the convergence factor is highly influenced by using a PML on the outer boundary. In particular, the more we open the domain by adding PMLs, the better the convergence factor becomes. This can be understood for wave like problems in the sense that when the domain is open, error components can leave the domain to infinity, or equivalently they are damped by the PML which emulates the unbounded domain. Other boundary conditions reflect these error components and inject them back into the iteration, leading to worse convergence, or even divergence.

A second remark we can make for waveguide problems, corresponding to the $D$-PML and $PML-D$ cases, is that cutting the waveguide in the infinite direction or in the transverse direction is very different. Indeed, in the $PML-D$ case, the convergence factor is good for small $k$, whereas in the the $D$-PML case, the convergence factor is better for larger $k$.

Concerning the outer boundaries, a last remark is the fact that computing the convergence factor in a vertical waveguide $\Omega' = (a', b') \times \mathbb{R}$ using a Fourier transform in the $y'$-direction would lead exactly to the same convergence factor as in the $D-D$ case, since the only change is the continuous summation with eigenfunctions $e^{i\xi y}$ which replaces the discrete summation, but the computed solution and performance of the Schwarz method is very different in an open wave guide or a closed cavity. In contrast, using a horizontal PML as in the $D$-PML case leads to a very different convergence factor, whereas the computed Schwarz iterates in the physical domain correspond to the solution in the unbounded domain! This shows that the two-subdomain analysis is very different if we consider the PML or not. A similar study of the impact of the outer boundary conditions is presented in [21] for the Laplace equation.

Finally, we see that the improvement of the second order transmission conditions

---
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improvement for small \( k \), the propagative modes. For the D-PML and PML-PML case, the improvement is for all \( k \), and quite substantial for the PML-PML case. Note also that in the D-D and D-PML case, both transmission conditions work poorly for \( k \) close to 0, since they were derived from an approximation of the DtN operator for the unbounded domain.

**Remark 3.6.** Note that if the PML parameters \( \sigma_x \) and \( \sigma_y \) are too large, then the convergence factor deteriorates. In particular, if \( \sigma_x = \sigma_y = \sigma \to +\infty \), we do not recover the convergence factor one would get in the full space \( \mathbb{R}^2 \), as in [27]. However, we recover this convergence factor if the length of the PML tends to +\( \infty \).

### 3.2. Generalization to more subdomains

The Fourier analysis above can be generalized to more subdomains if we still consider vertical slicing of the domain to allow us to use separation of variables. Let us consider \( N_s \) subdomains \( \Omega_s = (\alpha_i, \beta_i) \times (c, d), i \in \{1, \cdots, N_s\} \), where

\[
a = \alpha_1 < \alpha_2 < \beta_1 < \alpha_3 < \cdots < \alpha_{N_s} < \beta_{N_s} - 1 < \beta_{N_s} = b.
\]

In that case, for simplicity we will consider the parallel version of algorithm (3.2), which gives for its equivalent Helmholtz formulation the error equations

\[
-\Delta'(v')^n - \tilde{\omega}^2(v')^n = 0 \quad \text{in} \quad \Omega'_i,
\]

\[
(\partial_{x'} + S'(p'_{i,i+1}, q'_{i,i+1})) \left((v')^n_i - (v')^n_{i+1}\right) = 0 \quad \text{on} \quad \Gamma'_{i,i+1},
\]

\[
(\partial_{x'} + S'(p'_{i,i-1}, q'_{i,i-1})) \left((v')^n_i - (v')^n_{i-1}\right) = 0 \quad \text{on} \quad \Gamma'_{i,i-1},
\]

where \( \Gamma'_{i,i-1} := \{x' = \alpha'_i\} \times (c', d') \) and \( \Gamma'_{i,i+1} := \{x' = \beta'_i\} \times (c', d') \). Then, with separation of variables, we still have as in (3.7), for all \( i \in \{1, \cdots, N_s\} \)

\[
(v')^n_i = \sum_{k \in \mathbb{N}^s} \psi_{k}(y') \left(A^n_i(k)e^{i\lambda(k)z'(x')} + B^n_i(k)e^{-i\lambda(k)z'(x')}\right).
\]

Here again, the horizontal BCs are satisfied by definition of \( \psi_{k} \). For each mode, the BC on \( \{x' = a'_i\} \times (c', d') \) imposes that

\[
B^n_{a}(k) = -A^n_{a}(k)e^{2i\lambda(k)(a'_i - \alpha_{x'}c')},
\]

whereas the BC on \( \{x' = b'_i\} \times (c', d') \) imposes that

\[
B^n_{b}(k) = -A^n_{b}(k)e^{2i\lambda(k)(b'_i - \alpha_{x'}c')}.
\]

The transmission conditions on \( \Gamma'_{i,i+1} \) give

\[
A^n_{i}(k) \left(i\lambda(k) + \tilde{S}'_{i,i+1}\right)e^{i\lambda(k)z'(\beta_i)} + B^n_{i}(k) \left(-i\lambda(k) + \tilde{S}'_{i,i+1}\right)e^{-i\lambda(k)z'(\beta_i)} = A^n_{i+1}(k) \left(i\lambda(k) + \tilde{S}'_{i,i+1}\right)e^{i\lambda(k)z'(\beta_i)} + B^n_{i+1}(k) \left(-i\lambda(k) + \tilde{S}'_{i,i+1}\right)e^{-i\lambda(k)z'(\beta_i)},
\]

and similarly the transmission conditions on \( \Gamma'_{i,i-1} \) give

\[
A^n_{i-1}(k) \left(-i\lambda(k) + \tilde{S}'_{i,i-1}\right)e^{i\lambda(k)z'(\alpha_i)} + B^n_{i-1}(k) \left(i\lambda(k) + \tilde{S}'_{i,i-1}\right)e^{-i\lambda(k)z'(\alpha_i)} = A^n_{i-1}(k) \left(-i\lambda(k) + \tilde{S}'_{i,i-1}\right)e^{i\lambda(k)z'(\alpha_i)} + B^n_{i-1}(k) \left(i\lambda(k) + \tilde{S}'_{i,i-1}\right)e^{-i\lambda(k)z'(\alpha_i)}.
\]
Thus the convergence factor is the spectral radius of the matrix
\[
\rho = \rho(I(k)),
\]
where
\[
c^{n}(k) = I(k) c^{n-1}(k),
\]
where
\[
c^{n}(k) := \begin{bmatrix} A_1^n(k) & B_1^n(k) & \cdots & A_{N_s}^n(k) & B_{N_s}^n(k) \end{bmatrix}^T.
\]
The matrix \( D \) is block diagonal
\[
D = \begin{bmatrix}
D_1 & 0 & \cdots & 0 \\
0 & D_2 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & 0 & D_{N_s}
\end{bmatrix},
\]
where the matrices \( D_i \) are 2 \times 2 matrices s.t. for all \( i \in \{2, \cdots, N_s - 1\} \)
\[
D_i = \begin{bmatrix}
(-i\lambda(\xi_k) + \tilde{S}_{i,i-1}^T)e^{2i\lambda(\xi_k)\tilde{\tau}(\alpha_i)} & i\lambda(\xi_k) + \tilde{S}_{i,i-1}^T \\
i\lambda(\xi_k) + \tilde{S}_{i,i+1}^T & -i\lambda(\xi_k) + \tilde{S}_{i,i+1}^T
\end{bmatrix},
\]
and, to take into account the Dirichlet BCs (3.18) and (3.19), we have
\[
D_1 = \begin{bmatrix}
1 & 0 \\
e^{2i\lambda(\xi_k)\tilde{\tau}(\alpha_1)} & 0 \\
i\lambda(\xi_k) + \tilde{S}_{1,2}^T & -i\lambda(\xi_k) + \tilde{S}_{1,2}^T
\end{bmatrix},
\]
and
\[
D_{N_s} = \begin{bmatrix}
(-i\lambda(\xi_k) + \tilde{S}_{N_s,N_s-1}^T)e^{2i\lambda(\xi_k)\tilde{\tau}(\alpha_{N_s})} & i\lambda(\xi_k) + \tilde{S}_{N_s,N_s-1}^T \\
e^{2i\lambda(\xi_k)\tilde{\tau}(\beta_{N_s})} & 1
\end{bmatrix}.
\]
Similarly, the matrix \( K \) is given by
\[
K = \begin{bmatrix}
0 & K_{1,2} & 0 & \cdots & 0 \\
K_{2,1} & 0 & K_{2,3} & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & K_{N_s-1,N_s} & 0
\end{bmatrix},
\]
where
\[
K_{i,i-1} = \begin{bmatrix}
(-i\lambda(\xi_k) + \tilde{S}_{i,i-1}^T)e^{2i\lambda(\xi_k)\tilde{\tau}(\alpha_i)} & i\lambda(\xi_k) + \tilde{S}_{i,i-1}^T \\
0
\end{bmatrix},
\]
and
\[
K_{i,i+1} = \begin{bmatrix}
0 & 0 \\
i\lambda(\xi_k) + \tilde{S}_{i,i+1}^T & -i\lambda(\xi_k) + \tilde{S}_{i,i+1}^T
\end{bmatrix}.
\]
Thus the convergence factor is the spectral radius of the matrix \( I(k) \),
\[
\rho(k) = \rho(I(k)).
\]
Remark 3.7. In the two subdomain case, \( N_s = 2 \), if we eliminate \( B_1^0(k) \) and \( B_2^0(k) \) using the outer Dirichlet BCs, the iteration matrix becomes

\[
\begin{bmatrix}
0 & \rho_1(k) \\
\rho_2(k) & 0
\end{bmatrix}
\]

where \( \rho_1(k) \) and \( \rho_2(k) \) are defined in (3.11) and (3.12). In particular, the convergence factor is in that case the square root of the convergence factor defined in the previous section. Note that this is simply linked to the fact that in this section, we have considered the parallel version of the Schwarz algorithm, whereas before we studied the alternating version for two subdomains.

Remark 3.8. Let us also note that the matrix \( D(k) \) is not invertible if (and only if) \( p'_{i,i-1} = -p'_{i,i+1} = \pm i\lambda(\xi_k) \), which corresponds to the case where the subproblem in \( \Omega_i \) is not well-posed: the mode \( k \) is a non zero solution of the homogeneous problem. Moreover, if \( p'_{i,i-1} = p'_{i,i+1} = -i\lambda(\xi_k) \), then \( D(k) \) is diagonal and one can show that \( \rho(k) \to 0 \) as the length \( \ell \) of the PML tends to \( +\infty \).

As a numerical illustration, let us consider again example (3.13) of the previous section with the same parameters, except that this time the domain is split into 5 subdomains. The subdomains are defined by

\[
\alpha_1 = 0, \quad \alpha_i = 0.2(i - 1) - 0.05 \quad \text{for} \quad i \in \{2, \ldots, 5\},
\]

\[
\beta_5 = 1, \quad \beta_i = 0.2i + 0.05 \quad \text{for} \quad i \in \{1, \ldots, 4\}.
\]

For the parameters \( k_{i,i\pm1} \) and \( q_{i,i\pm1} \), we chose them as before, i.e. \( p'_{i,i\pm1} = \omega \) and \( q'_{i,i\pm1} = 0 \) (corresponding to the zero order ABC) and \( p'_{i,i\pm1} = \omega \) and \( q'_{i,i\pm1} = \frac{1}{\omega} \) (corresponding to the second order ABC). In Figure 6, we show the convergence factor \( \rho(k) \) for the D-D, D-PML, PML-D and PML-PML configurations. As one could expect, the convergence factor is less good than for the two subdomain case, but the remarks for the two subdomain case still hold. In particular, the more we open up the domain with PML outer boundary conditions, the better the convergence becomes. Also, in the PML-PML case the interest of the second order transmission condition appears more clearly.

3.3. Optimized transmission conditions. Now that we have obtained the convergence factor, we can look for optimized parameters \( p'_{i,i\pm1} \) and \( q'_{i,i-1} \), and deduce \( p_{i,i\pm1} \) and \( q_{i,i\pm1} \) from equation (3.6). More precisely, we have to solve the classical min-max problem

\[
(3.22) \quad \min_{\{p'_{1,2}, p'_{2,3}, \ldots, p'_{N_s-1,N_s}, q'_{N_s,N_s-1}\} \in \mathbb{C}^{4N_s}} \max_{k \in \mathbb{N}^+} |\rho(k)|.
\]

In particular, the optimized parameters will be different depending on the outer BCs. Also, in contrast to the usual convergence factor in free space, see [27] for instance, here the convergence factor can be smaller than 1 at the cut-off frequency \( \xi_k = \omega \). This is due to the fact that we consider a bounded domain for the analysis. As a consequence, the optimization can be done for all \( k \), as in [9], where the equation contained damping. Finally, note that solving analytically this min-max problem is difficult, so we use a simple optimization process and the function \texttt{fmin} of \texttt{scipy.optimize}. For first results on a many subdomain optimization for a diffusive problem, see [17]. In what follows, we will compare four situations:

- the case \( p'_{i,i\pm1} = \omega \) and \( q'_{i,i\pm1} = 0 \), referred as ABC0 since it corresponds to the zero order ABC (2.6),
Fig. 6. Convergence factor $\rho^{DD}$ (top left), $\rho^{DPML}$ (top right), $\rho^{PMLD}$ (bottom left) and $\rho^{PMLPML}$ (bottom right) in the case of 5 subdomains. The blue line corresponds to the parameters $p'_{i,i\pm1} = -\omega$ and $q'_{i,i\pm1} = 0$ and the green line to the parameters $p'_{i,i\pm1} = -\omega$ and $q'_{i,i\pm1} = \frac{1}{\omega}$.

- the case when optimizing only the parameters $p'_{i,i\pm1}$ and imposing $q'_{i,i\pm1} = 0$, that is to say solving (numerically) the min-max problem

\[
\min \left\{ p'_{2,1}, \ldots, p'_{N_s-1,N_s}, q'_{N_s-1,N_s-1} \right\} \in \mathbb{C}^{N_s} \max_{k \in \mathbb{N}^+} |\rho(k)|,
\]

which is referred as OO0 for Optimized Order 0.

- the case $p'_{i,i\pm1} = \omega$ and $q'_{i,i\pm1} = \frac{1}{\omega}$, referred as ABC2 since it corresponds to the second order ABC (2.7),

- and finally the case when optimizing all the coefficients $p'_{i,i\pm1}$ and $q'_{i,i\pm1}$ solving (3.22), referred as OO2 for Optimized Order 2.

As a first numerical example, we consider the case of the Helmholtz equation, so that $u = v'$,

\[
(3.23) \quad -\Delta u - \omega^2 u = 0 \quad \text{in } \Omega = (0,1)^2.
\]

We split the domain into 5 subdomains defined as before in equation (3.21). Taking $\omega = 50$, we show in Figure 7 the convergence factor considering the different transmission conditions (for the PML cases, we take $\ell = 0.02$ and $\sigma_x = \sigma_y = 10$). In particular for the PML-D case, one can see that optimized parameters (or ABC2) allow us to get a convergent algorithm in contrast to ABC0 transmission conditions.

In Figure 8, we show the residual evolution versus the iterations using either the Schwarz algorithm as iterative solver, or as preconditioner for GMRES. As we can see, in each case the optimized parameters improve the convergence for the Schwarz algorithm. Yet, this is no more true for GMRES. This can be explained since the optimization problem (3.22) optimizes the convergence of the iterative Schwarz algorithm. Therefore, when using it as a preconditioner for GMRES, a priori, we are not
ensured that the optimized parameters are optimized parameters for GMRES. Notice also that in the PML-PML case, the stationary Schwarz iteration with ABC2 or OO2 condition is already converging as fast as with GMRES acceleration. This means that the optimal residual polynomial found by GMRES is very close to the simple residual polynomial of the stationary Schwarz iteration. In the PML-D case, this also holds for the OO2 condition, but not for ABC2. So, in this case, we can clearly see the benefit from using optimized parameters.

Remark 3.9. Let us emphasize that for the mesh discretization, one must consider a sufficiently fine mesh to get accurate results that match the theoretical convergence properties. In particular, if the mesh in the PML is too coarse, then the Schwarz algorithm can be divergent even if the continuous convergence factor is less than one. In our examples, we used 4th order Lagrange Finite Elements with a mesh size 0.01.

As a second, more realistic example, let us consider the case of the convected Helmholtz equation
\begin{align*}
-\nabla \cdot (A \nabla u) - 2\omega \mathbf{v} \cdot \nabla u - \omega^2 u &= \delta \quad \text{in } \Omega = (0,1)^2 \setminus \mathcal{O}, \\
A \nabla u \cdot \mathbf{n} &= 0 \quad \text{on } \partial \Omega,
\end{align*}
where the obstacle \( \mathcal{O} \) has the rough shape of a submarine, see Figure 9. We consider a potential flow \( \mathbf{v} = \nabla \varphi \) coming from the left, which we compute solving the Laplace problem
\begin{align*}
-\Delta \varphi &= 0 \quad \text{in } \Omega, \\
\nabla \varphi \cdot \mathbf{n} &= 0 \quad \text{on } \partial \mathcal{O} \cup (0,1) \times \{0,1\}, \\
\nabla \varphi \cdot \mathbf{n} &= -1 \quad \text{on } \{0\} \times (0,1), \\
\nabla \varphi \cdot \mathbf{n} &= 1 \quad \text{on } \{1\} \times (0,1),
\end{align*}

Fig. 7. Convergence factor \( \rho^{DD} \) (top left), \( \rho^{DPML} \) (top right), \( \rho^{PMLD} \) (bottom left) and \( \rho^{PMLPML} \) (bottom right) in the case of 5 subdomains for the Helmholtz equation. Comparison between the different transmission conditions: ABC0 (in blue), OO0 (in red), ABC2 (in green) and OO2 (in brown).
Fig. 8. Relative residual versus iterations in the D-D case (top left), D-PML case (top right), PML-D (bottom left) and in the PML-PML case (bottom right).

Fig. 9. Potential flow around a submarine on the left (the background color corresponds to the norm of $\|v\|_\infty$). Diffracted field from a Dirac point source on the right.

with the same mesh. Note that the solution of above problem is defined up to a constant, so we simply fix a value of $\varphi$ inside $\Omega$ to get a well-posed problem. We compute the gradient of $\varphi$ inside each cell of the mesh to get $v$. Then, the velocity is normalized

$$\tilde{v} = \text{Ma} \frac{v}{\|v\|_\infty}, \quad \text{where} \quad \|v\|_\infty = \sup_{(x,y) \in \Omega} \|v(x,y)\|_2,$$

where Ma is the mach number, i.e. the ratio between the velocity of the fluid and the sound speed in the medium. Thus, the matrix $A$ in (3.24) is given by

$$A = \text{Id} - \tilde{v}\tilde{v}^T.$$
For this example, we took $Ma = 0.7$ and $\omega = 200$. For the PML, we took $\ell = 0.02$ and for $z \in \{x, y\}$

$$\sigma_z = \begin{cases} 
0 & \text{if } z \in (\ell, 1 - \ell), \\
\frac{15(z - 0.5) - 0.5(1 - \ell)^2}{\ell^2} & \text{otherwise}.
\end{cases}$$

Also, we assume the flow to be constant and horizontal in the PML region $\vec{v} = (\vec{v}_{\text{ext}}, 0)^T$, although this is not exact: the flow is almost horizontal and constant. The domain is decomposed into 5 subdomains defined by

$$\alpha_i = 0, \quad \alpha_i = 0.2(i - 1) - 0.015 \quad \text{for } i \in \{2, \cdots, 5\},$$

$$\beta_5 = 1, \quad \beta_{i} = 0.2i + 0.015 \quad \text{for } i \in \{1, \cdots, 4\},$$

which corresponds to an overlap of size 0.03. Since $a$ is no more constant in the physical domain and $A$ is no more diagonal, a natural generalization of the transmission conditions in (3.2) consists in using

$$A_{\text{PML}} \nabla u + \frac{s_x}{s_y} S(p,q)u,$$

where in the expression of $S(p,q)$, see (3.3), the coefficients $a$ (and therefore $k$), $\vec{\omega}$, $\|t\|_{A^{-1}}$ and $\|n\|_A$ are no more constant and depend on the position. Note also that the term $\frac{s_y}{s_x}$ in front of the operator $S(p,q)$ comes from the PML formulation, see Remark 3.3, and is proposed to mimic the case when $A$ is diagonal. In particular, we compare in this example the following choices of transmission conditions:

- first, the classical ABC0 condition taking $p_{i,i+1} = \vec{\omega}$ and $q_{i,i+1} = 0$,
- second, the same condition as ABC0 without the PML term $\frac{s_y}{s_x}$ in front of the operator $S(p,q)$,
- then, the second order ABC2 condition taking $p_{i,i+1} = \vec{\omega}$ and $q_{i,i+1} = \frac{1}{5}$,
- and the same condition as ABC2 also without the PML term $\frac{s_y}{s_x}$ in front of the operator $S(p,q)$.
- finally, the OO2 condition solving (numerically) the min-max problem (3.22) considering the medium with no obstacle and with $a = -2\omega(\vec{v}_{\text{ext}}, 0)^T$ constant and the constant diagonal matrix $A = \text{Id} - (\vec{v}_{\text{ext}}, 0)(\vec{v}_{\text{ext}}, 0)^T$.

In Figure 10, we show the evolution of the residual considering these five transmission conditions. We see that clearly, taking into account the PML coefficient in the parameters is very important, as already mentioned in Remark 3.3. Also, the ABC2 or OO2 do not work better than the ABC0 in this case. We think this is due to the fact that these second order transmission conditions were obtained for a constant vector $a$, and here it is variable.

4. Concluding remarks. We studied Schwarz domain decomposition methods for a general diffusion problem with complex advection, which appears in several important applications. The complex advection term changes fundamentally the nature of the diffusion problem and makes it Helmholtz like. We have shown that for such problems the outer boundary conditions imposed on the global domain have a strong influence on the convergence of the Schwarz method, and on how one should choose

---

This value is in fact not realistic since in water the sound speed is much larger than in air. As far as we know, the fastest speed one can reach in water is around mach 0.075 with supercavitation. Nevertheless, this very high speed is only obtained close to corners of the submarine, where the velocity increases a lot. In the rest of the domain, the speed is more realistic.
optimized parameters. Not taking into account the PML coefficients in the transmission conditions deteriorates the convergence of the Schwarz algorithm, both when used as iterative solver and as preconditioner for GMRES. Our analysis covers both two subdomain and many subdomain situations for decompositions into strips, and allowed us to formulate the min-max problem one has to solve to compute optimized parameters, which turns out to be difficult to treat theoretically. Furthermore, computing optimized parameters for GMRES is currently out of reach, for a special case in a splitting method, see [6].
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