A DIRECT TIME PARALLEL SOLVER BY DIAGONALIZATION FOR THE WAVE EQUATION

MARTIN J. GANDER†, LAURENCE HALPERN‡, JOHANN RANNOU§, AND JULIETTE RYAN§

Abstract. With the advent of very large scale parallel computers, it has become more and more important to also use the time direction for parallelization when solving evolution problems. While there are many successful algorithms for diffusive problems, only some of them are also effective for hyperbolic problems. We present here a mathematical analysis of a new method based on the diagonalization of the time stepping matrix proposed by Maday and Rønquist in 2007. Like many time-parallelization methods, at first this does not seem to be a very promising approach: the matrix is essentially triangular, or, for equidistant time steps, actually a Jordan block, and thus not diagonalizable. If one chooses however different time steps, diagonalization is possible, and one has to trade off between the accuracy due to necessarily having different time steps, and numerical errors in the diagonalization process of these almost nondiagonalizable matrices. We present for the first time such a diagonalization technique for the Newmark scheme for solving wave equations, and derive a mathematically rigorous optimization strategy for the choice of the parameters in the special case when the Newmark scheme becomes Crank–Nicolson. Our analysis shows that small to medium scale time parallelization is possible with this approach. We illustrate our results with numerical experiments for model wave equations in various dimensions and also an industrial test case for the elasticity equations with variable coefficients.
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1. Introduction. Using the time direction in evolution problems for parallelization is an active field of research; see [13] for an overview. Most of the methods developed for this purpose are iterative; see for example the parareal algorithm [33], whose convergence was analyzed in [26] for linear problems. It was also shown in [26] that for the transport equation no speed-up is possible with the parareal algorithm; for further analyses in the hyperbolic case, see [12]. A sharp convergence estimate of the parareal algorithm for nonlinear problems can be found in [9]. Later, a variation of the parareal algorithm using spectral deferred correction [38] led then to the parallel full approximation scheme in space and time algorithm [5], which is a multilevel method. Space-time multigrid methods were also developed (see [31] and references therein), and a new such method using only standard components can be found in [22] with excellent strong and weak scaling properties for parabolic problems. There is also the noninvasive multigrid reduction in time (MGRIT) algorithm [8, 6], and it was shown in [21] that MGRIT is equivalent to an overlapping parareal algorithm, which led to a detailed nonlinear convergence analysis for MGRIT [21]. Early versions of these space-time multigrid methods were based on waveform relaxation [34, 47], and there are also very successful Schwarz waveform relaxation methods for the time
parallel solution of evolution partial differential equations [25, 28, 17, 11, 16, 1], and
the more recent Dirichlet–Neumann and Neumann–Neumann waveform relaxation
methods [37, 32, 19]. These are among the very few space-time iterative methods
that are effective for hyperbolic problems [18, 15, 42, 20], since they use the finite
speed of propagation for good space-time decompositions; see also the related tent-
pitching approach [30] which removes the need for iteration completely by following in
the decomposition the characteristics. A different approach for hyperbolic problems
are the Krylov parareal methods [7, 23, 24, 45], which however have an important
overhead due to orthogonalization.

As an alternative, one can use direct space-time parallel solvers, like revisionist
integral deferred correction (RIDC) [4], which is ideal for multicore architectures with
4 to 8 cores and generates high order solutions in time in parallel at the runtime cost
of an Euler time stepper. For linear hyperbolic problems, there is also the ParaExp
algorithm [14] which is based on a fully overlapping decomposition and Krylov tech-
niques. A further direct approach based on the diagonalization of the time stepping
matrix was introduced in [36]. This approach contains however parameters which
must be carefully selected for the method to be successful. A first estimate for these
parameters for a backward Euler discretization of the heat equation was obtained in
the short manuscript [10]. The idea of diagonalization can already be found in [2, 3]
at the level of implicit Runge–Kutta methods, but not with parallelization in mind.
Wave equations are however more delicate and require more refined techniques leading
to more accurate estimates for the parameters.

We present a new such direct time parallel method based on diagonalization for
wave equations discretized by the Newmark scheme. Our analysis for the special case
of Crank–Nicolson shows that with this approach not an arbitrarily large number of
processors can be used to parallelize in time, only about 3–4 times more than for
RIDC, for example, but as for RIDC, this number becomes a multiplicative factor for
the processors used for parallelization in space: for example, if 1000 processors were
used for parallelization in space, and diagonalization permits the use of 20 processors
in time, overall 20000 processors could then be used to solve the wave equation in
parallel, instead of only 1000 without parallelization by diagonalization. We consider
as our model partial differential equation (PDE) the second order wave equation,

\[
\begin{align*}
\partial_{tt} u - \Delta u &= 0 \quad \text{in } \Omega \times (0,T), \\
\partial_t u &= 0 \quad \text{on } \partial \Omega, \\
(u, \partial_t u)(\cdot, 0) &= (f, g) \quad \text{in } \Omega.
\end{align*}
\]

A popular implicit time integrator for the wave equation (1.1) is the Newmark scheme
[40]: let \( \Delta_h \) be a space discretization of the Laplacian \( \Delta \), and we thus want to discretize
\( \dot{u}_h - \Delta_h u_h = 0 \) in time, where \( \dot{u}_h := \partial_t u_h \). In the Newmark scheme, the additional
unknown \( \ddot{u}_h := \partial_t \dot{u}_h \) is introduced, and one then approximates both \( u_h \) and \( \dot{u}_h \) on the
time partition \( 0 = t_0 < t_1 < t_2 < \cdots < t_N = T, \ k_n := t_n - t_{n-1} \), by a time stepping
rule involving the two parameters \( \beta \) and \( \gamma \),

\[
\begin{align*}
\dot{u}_h^{n+1} &= u_h^n + k_{n+1} \dot{u}_h^n + k_{n+1}^2 (\frac{1}{2} - \beta) \ddot{u}_h^n + \beta \dddot{u}_h^{n+1}, \\
\dddot{u}_h^{n+1} &= \dot{u}_h^n + k_{n+1} (1 - \gamma) \ddot{u}_h^n + \gamma \dddot{u}_h^{n+1}, \\
\dddot{u}_h^n - \Delta_h u_h^n &= 0
\end{align*}
\]

with given initial data \( u_h^0 \) and \( \dot{u}_h^0 \).
Let \( I_{t} \) be the \( N \times N \) identity matrix associated with the time domain and \( I_x \) be the \( J \times J \) identity matrix associated with the spatial domain. Setting \( \mathbf{u} := (u_{h}^{1}, \ldots, u_{h}^{N}) \), and similarly for \( \dot{\mathbf{u}} \) and \( \ddot{\mathbf{u}} \), and defining the matrices

\[
B_{1} = \begin{pmatrix}
\frac{1}{k_1} & -\frac{1}{\kappa_2} & 0 \\
-\frac{1}{\kappa_2} & \frac{1}{\kappa_N} & 0 \\
0 & \cdots & \cdots \\
\frac{1}{k_I} & \frac{1}{k_N} & 0
\end{pmatrix}, \quad B_{2} = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & \cdots & \cdots \\
0 & \cdots & \cdots & 1
\end{pmatrix},
\]

\[
C_{1} = \begin{pmatrix}
\beta k_1 & (\frac{1}{2} - \beta) k_2 & \beta k_2 & 0 \\
(\frac{1}{2} - \beta) k_2 & \beta k_2 & 0 & \cdots \\
0 & \cdots & \cdots & \cdots \\
(\frac{1}{2} - \beta) k_N & \beta k_N & \cdots & \cdots
\end{pmatrix}, \quad C = \begin{pmatrix}
\gamma & (1 - \gamma) & \gamma & 0 \\
(1 - \gamma) & \gamma & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots \\
(1 - \gamma) & \gamma & \cdots & \cdots
\end{pmatrix},
\]

the scheme (1.2) can be written in the compact form

\[
\begin{align*}
(B_{1} \otimes I_x)\mathbf{u} &= (B_{2} \otimes I_x)\dot{\mathbf{u}} + (C_{1} \otimes I_x)\ddot{\mathbf{u}} + F, \\
(B_{1} \otimes I_x)\ddot{\mathbf{u}} &= (C \otimes I_x)\ddot{\mathbf{u}} + G, \\
\ddot{\mathbf{u}} - (I_{x} \otimes \Delta_{h})\mathbf{u} &= 0
\end{align*}
\]

(1.3)

with the right-hand sides

\[
F = \left( \frac{1}{k_1} u_{h}^{0} + \dot{u}_{h}^{0} + (\frac{1}{2} - \beta) k_1 \Delta_{h} u_{h}^{0}, 0, \cdots, 0 \right), \quad G = \left( \frac{1}{k_1} \ddot{u}_{h}^{0} + (1 - \gamma) \Delta_{h} u_{h}^{0}, 0, \cdots, 0 \right).
\]

Solving the second equation in (1.3) for \( \ddot{\mathbf{u}} \) using that for the Kronecker product \((B_{1} \otimes I_x)(B_{2} \otimes I_x) = (B_{1}B_{2} \otimes I_x)\), we get \( \ddot{\mathbf{u}} = (B_{1}^{-1} \otimes I_x)((C \otimes I_x)\ddot{\mathbf{u}} + G) \), which we insert into the first equation to obtain

\[
(B_{1} \otimes I_x)\mathbf{u} = ((B_{2}B_{1}^{-1} C + C_{1}) \otimes I_x)\ddot{\mathbf{u}} + (B_{2}B_{1}^{-1} \otimes I_x)G + F.
\]

The matrix \( B_{3} := B_{2}B_{1}^{-1} C + C_{1} \) is a lower triangular matrix whose diagonal is that of \( C_{1} \). Hence \( B_{3} \) is invertible, and we can solve for \( \ddot{\mathbf{u}} \) to obtain

\[
\ddot{\mathbf{u}} = (B_{3}^{-1} \otimes I_x)\left( (B_{1} \otimes I_x)\mathbf{u} - (B_{2}B_{1}^{-1} \otimes I_x)G - F \right).
\]

Inserting this into the last equation in (1.3), we find

\[
(B \otimes I_x - I_{t} \otimes \Delta_{h})\mathbf{u} = f
\]

(1.4)

with

\[
B = B_{3}^{-1} B_{1}, \quad f = (B_{3}^{-1} \otimes I_x)((B_{2}B_{1}^{-1} \otimes I_x)G + F).
\]

Equation (1.4) is the matrix tensor-product form of the Newmark scheme for the wave equation in mixed form. It is equivalent to (1.2), and since the matrices are well-conditioned, it gives numerically the same solution. The velocity vector can be recovered using the equation

\[
\dot{\mathbf{u}} = (B_{1}^{-1} \otimes I_x)((C \otimes \Delta_{h})\mathbf{u} + G).
\]

The key idea to solve a space-time problem written in tensor-product form (1.4) in a time parallel fashion from [36] is to diagonalize \( B \). Since all matrices are lower
triangular, $B$ is lower triangular, and the diagonal of $B$ equals $(\frac{1}{\beta \Delta t_1}, \ldots, \frac{1}{\beta \Delta t_N})$. If all the time steps are different, then $B$ is indeed diagonalizable, $B = SDS^{-1}$, where the diagonal matrix $D$ contains the eigenvalues $\frac{1}{\beta \Delta t_n}$ on the diagonal, and (1.4) can be written as

$$\tag{1.6} (S \otimes I_x)(D \otimes I_x - I_t \otimes \Delta_h)(S^{-1} \otimes I_x)u = f.$$  

One can then solve (1.6) parallel in time performing the following three steps:

$$\begin{align*}
(a) & \quad g = (S^{-1} \otimes I_x)f, \\
(b) & \quad (\frac{1}{\beta \Delta t_n} - \Delta_h)w^n = g^n, \quad 1 \leq n \leq N, \\
(c) & \quad u = (S \otimes I_x)w.
\end{align*}$$  

The main work, namely the $N$ linear systems in space in step (b), can all be solved in parallel using $N$ processors, or if the spatial problems were already parallelized using $M$ processors, one could then overall use $N \times M$ processors. We call this approach time parallelization by diagonalization. It was first introduced and analyzed numerically for wave propagation in [43, 44], motivated by the original invention in [35, 36] for diffusive transport equations. We will analyze here specifically the Crank–Nicolson scheme, which corresponds to $\beta = \frac{1}{2}$ and $\gamma = \frac{1}{2}$ in the Newmark scheme (1.2), and leads to the unconditionally stable time-integration operator of maximum accuracy most often used in practice. To see in what sense the parameter choice $\beta = \frac{1}{2}$ and $\gamma = \frac{1}{2}$ corresponds to Crank–Nicolson, we first replace the last equation in (1.2) into the first two for these values of the parameters,

$$\begin{align*}
\dot{u}^{n+1}_h &= u^n_h + k_{n+1} u^n_h + \frac{k_{n+1}^2}{4} (\Delta_h u^n_h + \Delta_h u^{n+1}_h), \\
\dot{v}^{n+1}_h &= \dot{u}^{n+1}_h + k_{n+1} (\dot{u}^n_h + \dot{u}^{n+1}_h).
\end{align*}$$  

Now from the second equation, we have $\frac{1}{2} (\Delta_h u^n_h + \Delta_h u^{n+1}_h) = (\dot{u}^{n+1}_h - \dot{u}^n_h)/(2k_{n+1})$, which when inserted into the right hand side of the first equation gives

$$\begin{align*}
\dot{u}^{n+1}_h &= \dot{u}^n_h + \frac{k_{n+1}}{2} (\dot{u}^n_h + \dot{u}^{n+1}_h), \\
\dot{v}^{n+1}_h &= \dot{u}^{n+1}_h + \frac{k_{n+1}}{2} (\Delta_h u^n_h + \Delta_h u^{n+1}_h),
\end{align*}$$  

which is clearly Crank–Nicolson applied to the mixed formulation of the wave equation, which with $v_h := u_h$ is given by

$$\begin{align*}
\dot{u}_h &= v_h, \\
\dot{v}_h &= \Delta_h u_h.
\end{align*}$$  

Crank–Nicolson is second order accurate in time and unconditionally stable. With a similar computation as for the Newmark scheme, we also obtain the tensor-product form (1.4) for the Crank–Nicolson scheme with

$$\tag{1.9} B = (C^{-1}B_1)^2, \quad f = (C^{-1} \otimes I_x)((B_1 C^{-1} \otimes I_x)F + G),$$  

$\beta = \frac{1}{4}, \quad \gamma = \frac{1}{2}$, and the same $G$, but with $F = (\frac{1}{\beta \Delta t} \dot{u}^n_h + \frac{1}{2} \dot{u}^{n+1}_h, 0, \ldots, 0)$.

2. Analysis of time parallelization by diagonalization. Using the time parallel solver (1.7) based on diagonalization requires some care: first, the time stepping matrix $B$ is only diagonalizable if the time steps are all different, and this can lead to a larger discretization error compared to using equidistant time steps. Second, the
condition number of the eigenvector matrix $S$ increases exponentially with the number of time steps $N$ to be done in parallel, which leads to inaccurate results in steps (a) and (c) of (1.7) because of roundoff error. One therefore needs to carefully and accurately estimate these two errors to determine how many time steps can indeed be performed in parallel using (1.7) without losing accuracy.

In order to obtain such estimates in the wave equation case, we use a Fourier transform in space with Fourier variable $\xi$ and obtain
\[
\partial_t^2 \hat{u} + |\xi|^2 \hat{u} = 0,
\]
which indicates that we need to study for fixed $T$ and $a > 0$ the algorithm (1.7) applied to the ordinary differential equation (ODE)
\[
(2.1) \quad \ddot{u} + a^2 u = 0, \quad t \in (0, T)
\]
with initial conditions $u(0) = f$ and $\dot{u}(0) = g$. The Crank–Nicolson scheme for (2.1) is
\[
(2.2) \quad u^n = u^{n-1} + \frac{1}{2} k_n (\dot{u}^n + \dot{u}^{n-1}),
\]
\[
\dot{u}^n = \dot{u}^{n-1} - \frac{a}{2} k_n (u^n + u^{n-1})
\]
with initial conditions $u^0 = f$ and $\dot{u}^0 = g$. Let $U := (u, \frac{1}{a} \dot{u})$ be the solution of (2.1) including the derivative term which will be important for our estimates, and $U^n := (u^n, \frac{1}{a} \dot{u}^n)$ be the discrete approximation defined by (2.2). We can then rewrite the continuous and discretized problems as
\[
(2.3) \quad d_t U + a J U = 0, \quad \left( I + \frac{a k_n}{2} J \right) U^n = \left( I - \frac{a k_n}{2} J \right) U^{n-1}, \quad J := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},
\]
with initial condition $U(0) = U^0 = (f, \frac{2}{a})$. For a given $N$, we now consider time steps given by a geometric partition $T_q := (k_1, \ldots, k_N)$, $k_n(q) := q^{n-1} k_1$ as it was suggested in [35]. The constraint $\sum_{n=1}^{N} k_n = T$ determines uniquely the value of the geometric time steps,
\[
(2.4) \quad k_n = \frac{q^n}{\sum_{j=1}^{N} q^j} T.
\]
We call $U^n(T_q)$ the corresponding sequence of solutions. The equidistant timestep $\bar{k} = \frac{T}{N}$ is obtained for $q = 1$. An example of such a geometric time mesh is given in Figure 2.1 for a typical value $q = 1.1$ our analysis will determine and for comparison also an equidistant time mesh is shown.

2.1. Estimation of the error due to the geometric time stepping. We now present an accurate estimate for the change in the truncation error caused by using a geometric time stepping with
\[
(2.5) \quad q = 1 + \varepsilon, \quad \varepsilon \text{ a tunable parameter},
\]
compared to using equal time stepping, by studying the distance between $U^N(T_q)$ and $U^N(T_1)$.

\footnote{Nick Higham, after a presentation of the first author, and later also an anonymous referee, suggested considering a random partition. We tested this and did not find any advantage over the geometric partition in our numerical experiments. The geometric partition allows us to provide a complete analysis for the best choice of the parameters in the method, while for the analysis of random time steps it is not clear how one would have to proceed.}
THEOREM 2.1 (asymptotic truncation error estimate). For fixed $a$, $T$, and $N$, we obtain for $\varepsilon$ small the error estimate

$$\|U^N(T_{1+\varepsilon}) - U^N(T_1)\| = \phi\left(\frac{aT}{2N}, N\right)\varepsilon^2\|U^0\| + O(\varepsilon^3),$$

where $\phi(y, N) := \frac{N(N^2-1)}{6} \frac{y^2}{(1+y^2)^2}$.

Proof. We first diagonalize the two systems (2.3) in the complex plane: let

$$P := \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix}, \quad D := \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix},$$

which implies that $P^{-1}JP = iD$ and $P^{-1}(I - \alpha J)P = I - i\alpha D$. Defining

$$\mu(t) := e^{-i\alpha t}, \quad \lambda_n := \frac{1 - i\frac{ak_n}{\sqrt{2}}}{1 + i\frac{ak_n}{\sqrt{2}}}, \quad \text{and} \quad \mu_n := \prod_{p=1}^{n} \lambda_p,$$

we obtain the diagonalized continuous and discrete solutions

$$U(t) = P \begin{pmatrix} \hat{\mu}(t) & 0 \\ 0 & \mu(t) \end{pmatrix} P^{-1}U_0, \quad U^n = P \begin{pmatrix} \hat{\mu}_n & 0 \\ 0 & \mu_n \end{pmatrix} P^{-1}U^0.$$

For a given $N$, we now estimate the change induced by the nonequidistant time steps. For any partition $T = (k_1, \cdots, k_N)$ of the interval $(0, T)$, we compare the solution $U^N(T)$ to the solution $U^N(\tilde{T})$ obtained by the equidistant mesh $\tilde{T} = (\tilde{k}, \cdots, \tilde{k})$ with $\tilde{k} = T/N$. Defining

$$\mu(T) := \prod_{n=1}^{N} \frac{1 - i\frac{ak_n}{\sqrt{2}}}{1 + i\frac{ak_n}{\sqrt{2}}},$$

we find that

$$U^N(T) - U^N(\tilde{T}) = P \begin{pmatrix} \mu(T) - \mu(\tilde{T}) & 0 \\ 0 & \mu(T) - \mu(\tilde{T}) \end{pmatrix} P^{-1}U^0.$$

Taking norms and noting that $\|PV\|^2 = 2\|V\|^2$ and $\|P^{-1}V\|^2 = \frac{1}{2}\|V\|^2$, we get

$$\|U^N(T) - U^N(\tilde{T})\| = |\mu(T) - \mu(\tilde{T})|\|U^0\|, \quad \|U^N(\tilde{T}) - U(T)\| = |\mu(\tilde{T}) - e^{-i\alpha T}|\|U^0\|.$$
The second formula is the truncation error at the end of the time interval for equidistant timesteps. We next need to estimate the error in \( \mu \), for which we use the following result.

**Lemma 2.2.** For fixed \( a, T, \) and \( N \), we have

\[
|\mu(T) - \mu(\tilde{T})| = \frac{a^3 k^2}{4(1 + \frac{a^2 k^2}{4})^2} \| T - \tilde{T} \|^2 + \mathcal{O}(\| T - \tilde{T} \|^3).
\]

**Proof.** We write \( \mu(T) \) as

\[
\mu(T) = \prod_{n=1}^{N} \lambda(k_n), \quad \lambda(k) = \frac{1 - i \frac{ak}{2}}{1 + i \frac{ak}{2}}.
\]

By the second order Taylor–Young formula, we have

\[
\mu(T) = \mu(\tilde{T}) + \mu'(\tilde{T}) \cdot (T - \tilde{T}) + \frac{1}{2} \mu''(\tilde{T}) \cdot (T - \tilde{T}) \cdot (T - \tilde{T}) + \mathcal{O}(\| T - \tilde{T} \|^3).
\]

We now compute the derivative,

\[
\frac{\partial \mu}{\partial k_n}(\tilde{T}) = \mu(\tilde{T}) \frac{\lambda'(k_n)}{\lambda(k_n)} = \mu(\tilde{T}) \frac{-ia}{1 + \frac{a^2 k^2}{4}},
\]

and therefore obtain for the linear term

\[
\mu'(\tilde{T}) \cdot (T - \tilde{T}) = \mu(\tilde{T}) \frac{-ia}{1 + \frac{a^2 k^2}{4}} \sum_n (k_n - \hat{k}) = 0.
\]

For the quadratic term, we differentiate (2.10) again with respect to \( k_n \),

\[
\frac{\partial^2 \mu}{\partial k_n^2}(\tilde{T}) = \mu(\tilde{T}) a^2 \frac{-1 + i \frac{ak}{2}}{(1 + \frac{a^2 k^2}{4})^2}, \quad \frac{\partial^2 \mu}{\partial k_n \partial k_j}(\tilde{T}) = \mu(\tilde{T}) a^2 \frac{-1}{(1 + \frac{a^2 k^2}{4})^2},
\]

and therefore obtain

\[
\mu''(\tilde{T}) \cdot (T - \tilde{T}) \cdot (T - \tilde{T}) = -a^2 \mu(\tilde{T}) \sum_{n,j} (k_n - \hat{k})(k_j - \hat{k}) - i \frac{ak}{2} \sum_n (k_n - \hat{k})^2 \frac{1}{(1 + \frac{a^2 k^2}{4})^2},
\]

which gives

\[
\mu(T) = \mu(\tilde{T}) - \frac{a^2 \mu(\tilde{T}) \sum_{n,j} (k_n - \hat{k})(k_j - \hat{k}) - i \frac{ak}{2} \sum_n (k_n - \hat{k})^2}{(1 + \frac{a^2 k^2}{4})^2} + \mathcal{O}(\| T - \tilde{T} \|^3).
\]

The first sum in the numerator is zero, and hence

\[
\mu(T) - \mu(\tilde{T}) = \frac{i \mu(\tilde{T}) a^3 \hat{k} \sum_n (k_n - \hat{k})^2}{4(1 + \frac{a^2 k^2}{4})^2} + \mathcal{O}(\| T - \tilde{T} \|^3),
\]

which gives (2.9) when taking the modulus, since the quadratic term is purely imaginary and \( |\mu(\tilde{T})| = 1 \).

It remains to estimate \( \| T - \tilde{T} \|^2 \), which is done in what follows.
Lemma 2.3. The difference between the geometric and equal time partition satisfies the estimate

\[
\|T - \tilde{T}\|^2 = \sum_{n=1}^{N} (k_n - \tilde{k})^2 = \tilde{k}^2 \frac{N(N^2 - 1)}{12} \varepsilon^2 + O(\varepsilon^3).
\]

Proof. The time step \( k_n \) in (2.4) has for \( \varepsilon \) small the expansion

\[
k_n = \tilde{k} (1 + \alpha_n \varepsilon + \beta_n \varepsilon^2 + o(\varepsilon^2)),
\]

with \( \alpha_n = n - \frac{N+1}{2} \) and \( \beta_n = n(n - N - 2) + \frac{(N+1)(N+5)}{6} \). These coefficients satisfy the relations \( \sum_n \alpha_n = \sum_n \beta_n = 0, \sum_n \alpha_n^2 = \frac{N(N^2 - 1)}{12} \), which leads to (2.12).

We can now finish the proof of Theorem 2.1 by inserting (2.4) into (2.8) to obtain

\[
\|U_N(T) - U_N(\tilde{T})\| = a^3 \tilde{k} 4 \frac{N(N^2 - 1)}{12} \varepsilon^2 \|U^0\| + O(\varepsilon^3).
\]

2.2. Estimation of the roundoff error due to diagonalization. The space-time system (1.4) becomes in the scalar case

\[
(B + a^2 I)u = f,
\]

and to diagonalize this system, we need to diagonalize the matrix \( B \), which will involve unipotent lower triangular Toeplitz matrices.

Definition 2.4. A unipotent lower triangular Toeplitz matrix of size \( N \) is of the form

\[
T(x_1, \ldots, x_{N-1}) = \begin{pmatrix}
1 & & & \\
& x_1 & & \\
& & \ddots & \\
& & & \ddots \\
& & & & x_{N-1} \\
& & & & & x_1 \\
& & & & & & 1
\end{pmatrix}.
\]

The next Lemma gives a closed form eigendecomposition of the time stepping matrix \( B \) and is proved using the techniques of \( q \)-hypergeometric series (see the book of Gasper and Rahman, Basic Hypergeometric series [27]).

Lemma 2.5 (eigendecomposition of \( B \)). If \( k_n = q^{n-1} k_1 \) with \( q \neq 1 \), then \( B \) has the eigendecomposition \( B = VDV^{-1} \), with \( D = \text{diag}(\frac{1}{k_n^2}) \), and \( V \) and its inverse are unipotent lower triangular Toeplitz matrices given by

\[
V = T(p_1, \ldots, p_{N-1}) \quad \text{with} \quad p_n := \prod_{j=1}^{n} \frac{1 + q^j}{1 - q^j},
\]

\[
V^{-1} = T(q_1, \ldots, q_{N-1}) \quad \text{with} \quad q_n := q^{-n} \prod_{j=1}^{n} \frac{1 + q^{-j+2}}{1 - q^{-j}}.
\]

Proof. The matrix \( B = (C^{-1}B_1)^2 \) is diagonalizable if and only if all time steps \( k_n \) are different. The eigenvalues are then \( \frac{4}{k_n^2} \), and the eigenvectors are those of \( C^{-1}B_1 \). An eigenvector of \( C^{-1}B_1 \) is such that \( (B_1 - \frac{2}{k_n} C)X^{(n)} = 0 \), and the matrix \( B_1 - \frac{2}{k_n} C \)
is lower bidiagonal, which leads to a recursive formula for the coefficients $X^{(n)}$ of the eigenvectors,

\[
\begin{align*}
X_1^{(n)} = X_1^{(n)} = \cdots = X_{n-1}^{(n)} &= 0, \\
X_n^{(n)} &= k_{n-1} X_{n-1}^{(n)}, \quad \ldots, \quad X_N^{(n)} &= k_{n-1} X_{N-1}^{(n)}.
\end{align*}
\]

Since the normalization is arbitrary, we can choose $X_n^{(n)} = 1$, which gives

\[
X_j^{(n)} = \begin{cases} 
0 & \text{for } j < n, \\
\prod_{l=n+1}^{j} \frac{k_{n-1+l}}{k_{n-1-l}} & \text{for } j > n.
\end{cases}
\]

The matrix of eigenvectors $V := (X^{(1)}, \ldots, X^{(N)})$ is lower triangular and unipotent, i.e., the diagonal elements equal 1. In case of the geometric mesh, it has the particular structure

\[
V_{ij} = X_{ij}^{(j)} = \prod_{l=j+1}^{i} \frac{k_j + k_l}{k_j - k_l} = \prod_{l=j+1}^{i} \frac{q^l + q^l}{q^l - q^l} = \prod_{l=j+1}^{i} \frac{1 + q^{k-j}}{1 - q^{k-j}} = \prod_{l=1}^{i-j} \frac{1 + q^l}{1 - q^l},
\]

which shows that $V_{ij}$ is a function of $i - j$ only, and therefore $V$ is a unipotent Toeplitz matrix. Consider now the inverse of $V$. First, it is easy to see that it is also unipotent Toeplitz. To establish (2.15) is equivalent to prove that

\[
(2.16) \quad \text{for } 1 \leq n \leq N - 1, \quad \sum_{j=0}^{n} p_{n-j} q_j = 0, \quad \text{with the convention that } p_0 = q_0 = 1.
\]

To show this result, we need to define Heine’s $q$-hypergeometric series [27],

\[
(2.17) \quad 2\varphi_1(a_1, a_2; b; q; x) := \sum_{n=0}^{\infty} \frac{(a_1; q)_n (a_2; q)_n}{(q; q)_n (b; q)_n} x^n,
\]

where we assume that $b$ is not an integer negative power of $q$, and the $q$-rising factorial is

\[
(a; q)_k := \prod_{i=0}^{k-1} (1 - q^i a), \quad (a; q)_{\infty} := \prod_{i=0}^{\infty} (1 - a q^i).
\]

Heine’s summation formula states that for any two real numbers $a_1$ and $a_2$ and for any $b$ with $|b/(a_1 a_2)| < 1$, we have

\[
(2.18) \quad 2\varphi_1(a_1, a_2; b; q/ a_1 a_2) = \frac{(b/a_1; q)_{\infty} (b/a_2; q)_{\infty}}{(b; q)_{\infty} (b/a_1 a_2; q)_{\infty}}.
\]

We now use Heine’s summation formula to conclude the proof: let $N$ be an integer larger than 1; setting $a_1 = q^{-N}$ and $a_2 = a$ yields the $q$-Chu–Vandermonde formula

\[
(2.19) \quad 2\varphi_1(q^{-N}, a; b; q; q) = \frac{b/a; q)_N}{(b; q)_N}.
\]

Since $(q^{-N}; q)_n = 0$ as soon as $n \geq N + 1$, the series on the left is a finite sum, and we obtain

\[
(2.20) \quad \sum_{n=0}^{N} \frac{(q^{-N}; q)_n (a; q)_n}{(q; q)_n (b; q)_n} \left( \frac{b}{a} q^{-N} \right)^n = \frac{(b/a; q)_N}{(b; q)_N}.
\]
This is an equality between rational fractions in $q$, which is valid for all $q$ different from 0, 1, and all $a \neq 0$ and all $b$ which are not an integer negative power of $q$. Choosing $a = -q$ and $b = -q^{-N+2}$, we have

\[(b/a; q)_N = (q^{-N+1}; q)_N = (1 - q^{-N+1}) \cdots (1 - q^{-N+1} q^{N-1}) = 0,\]

and thus the right hand side in (2.20) vanishes, and we get

\[(2.21) \quad \sum_{n=0}^{N} \frac{(-q; q)_n(q^{-N}; q)_n}{(q; q)_n(-q^{-N+2}; q)_n} q^n = 0.\]

We express now $p_n$ in terms of $q$-analogues,

\[(2.22) \quad p_n = \prod_{i=1}^{n} \frac{1 + q^i}{1 - q^i} = \prod_{i=0}^{n-1} \frac{1 + q q^i}{1 - q q^i} = \frac{(-q; q)_n}{(q; q)_n}.\]

Defining

\[\tilde{q}_{N-n} := \frac{(q^{-N}; q)_n}{(-q^{-N+2}; q)_n} q^n \quad \text{and} \quad q_{N-n} := \frac{\tilde{q}_{N-n}}{q_0},\]

(2.22) becomes

\[\sum_{n=0}^{N} p_n q_{N-n} = \sum_{n=0}^{N} p_n q_{N-n} = 0.\]

Introducing the definition of $q_{N-n}$ and performing similar steps as in (2.23) backwards shows that $q_n$ is equal to the value in (2.14), and the proof is complete.

In the steps (a) and (c) of the direct time parallel solver (1.7) based on diagonalization, the condition number of the eigenvector matrix $S$ has a strong influence on the accuracy of the results, and normalizing the eigenvectors from Lemma 2.5 with respect to the $\ell^2$ norm leads to an asymptotically better condition number,

\[(2.24) \quad S := V \tilde{D}, \quad \tilde{D} = \text{diag} \left( \frac{1}{\sqrt{1 + \sum_{i=1}^{N-n} |p_i|^2}} \right).\]

We now study the roundoff error when solving the system $(B + a^2 I)u = f$ numerically using the diagonalization

\[(2.25) \quad S(D + a^2 I)S^{-1} u = f.\]

Due to roundoff, we will obtain an approximate solution $\hat{u}$, and the difference between the exact solution $u$ and $\hat{u}$ is classically related to the condition number of the matrix $S$. We first also give such an estimate, but later provide a more accurate one using the structure of the problem at hand.

\textbf{Lemma 2.6.} Let $u$ be the exact solution of $(B + a^2 I)u = f$, and $\hat{u}$ be the numerically computed solution using the factored form (2.25), and let $\delta u$ denote the machine precision. Then for any norm,

\[(2.26) \quad \frac{\| u - \hat{u} \|}{\| u \|} \leq \text{cond}(B) \| \delta B \| \leq (2N + 1)u \| B^{-1} \| \| S \| \| S^{-1} \| \| D + aI \|,

where $|S|$ denotes the matrix containing the elements of $S$ in modulus.
Proof. Using backward error analysis [29], the computed solution satisfies the perturbed systems
\[(S + \delta S_1)\hat{g} = f, \quad (D + a^2 I + \delta D)\hat{w} = \hat{g}, \quad (S^{-1} + \delta S_2)\hat{u} = \hat{w},\]
and since \(S\) and \(S^{-1}\) are triangular and \(D\) is diagonal we get (see [29])
\[|\delta S_1| \leq N\|S\| + \mathcal{O}(\|u\|^2), \quad |\delta S_2| \leq N\|S^{-1}\| + \mathcal{O}(\|u\|^2), \quad |\delta D| \leq \|D + aI\| + \mathcal{O}(\|u\|^2).\]
Solving numerically \((B + a^2 I)u = f\) using the factored form (2.25) is equivalent to solving exactly \((S + \delta S_1)(D + a^2 I + \delta D)(S^{-1} + \delta S_2)\hat{u} = f\), which is of the form
\[(B + \delta B)\hat{u} = f, \quad |\delta B| \leq (2N + 1)\|S\|\|S^{-1}\|\|D + aI\| + \mathcal{O}(\|u\|^2).\]
The relative error then satisfies (see [29])
\[
\left\|\frac{u - \hat{u}}{u}\right\| \leq \text{cond}(B) \frac{\|\delta B\|}{\|B\|} \leq \|B^{-1}\| \frac{\|\delta B\|}{\|B\|},
\]
and inserting \(\|\delta B\|\) from before gives the result in (2.26).

We next provide an asymptotic estimate for the term \(\|S\|\|S^{-1}\|\|\) on the right in (2.26) in the case of a geometric time partition using the infinity norm.

**Lemma 2.7 (asymptotic condition number estimate).** For \(q = 1 + \varepsilon\), we have
\[
\|(S\|\|S^{-1}\|\|_\infty \sim \frac{2^2(N-1)}{(N-1)!} \varepsilon^{-(N-1)},
\]
\[
\text{cond}_\infty(S) \sim \frac{2^{N-1} N}{[\frac{N}{2}]![\frac{N-1}{2}]!} \varepsilon^{-(N-1)}.
\]

Proof. Note first that \(|q_n| \sim |p_n| \sim \frac{2^n}{n!\varepsilon^n}\). We next define \(\gamma_n := \sqrt{1 + \sum_{j=1}^{N-1} |p_j|^2}\) and \(d_n := \frac{\gamma_n}{\varepsilon}\), which implies that \(\tilde{D} = \text{diag}(d_n)\). Then \(\gamma_n \sim |p_{N-n}|\), and we obtain
\[
\|S\|_\infty = \max_n \sum_{j=1}^{n} \frac{|p_{n-j}|}{\gamma_j} \sim \max_n \sum_{j=1}^{n} \frac{|p_{n-j}|}{p_{n-j}} \sim \max_n \sum_{j=1}^{n} \frac{(N-j)!}{(n-j)!} \left(\frac{\varepsilon}{2}\right)^{N-n-1} \sim N.
\]
By definition \(S^{-1} = \tilde{D}^{-1}V^{-1} = \tilde{D}^{-1}T(q_1, \cdots, q_{N-1})\); that is, the line \(n\) of \(T(q_1, \cdots, q_{N-1})\) is multiplied by \(\gamma_n\). Therefore
\[
\|S^{-1}\|_\infty = \max_n \gamma_n \sum_{j=0}^{n-1} |q_j| \sim \max_n \gamma_n |q_{n-1}| \sim \max_n \gamma_n |p_{n-1}|
\]
\[
\sim \max_n |p_{N-n}| |p_{n-1}| \sim \left(\frac{2}{\varepsilon}\right)^{N-1} \max_{1 \leq n \leq N-1} \frac{1}{(n-1)!(N-n)!}.\]
The last term on the right hand side can be explicitly computed by noting that
\[
\max_{1 \leq n \leq N-1} \frac{1}{(n-1)!(N-n)!} = \frac{1}{(N-1)!} \max_{1 \leq n \leq N-1} \binom{N-1}{n-1} = \frac{1}{(N-1)!} \binom{N-1}{\frac{N-1}{2}},
\]
which follows from the Pascal triangle, and thus we get
\[
\max_{1 \leq n \leq N-1} \frac{1}{(n-1)!(N-n)!} = \frac{\left(\frac{N}{2}\right)! \left(\frac{N-1}{2}\right)!}{[\frac{N}{2}]![\frac{N-1}{2}]!}.
\]
Combining (2.30) and (2.31) then yields (2.29). Similarly, we also obtain
\[ \| |S| S^{-1} \|_{\infty} = \max_i \sum_j (|S| S^{-1})_{ij} = \max_i \sum_{j=1}^{i} \sum_{k=j}^{i} |p_{i-k}| |q_{k-j}| \]
\[ \approx \frac{2^{N-1}}{\epsilon^{N-1}} \sum_{k=1}^{N} \frac{1}{(N-k)!(k-1)!} \]
and explicitly summing the last term on the right, \( \sum_{k=1}^{N} \frac{1}{(N-k)!(k-1)!} = \frac{2^{N-1}}{(N-1)!} \), leads to the desired estimate (2.28).

We are now ready to give a precise asymptotic error estimate of the roundoff error that is induced by the diagonalization in the direct time parallel solver (1.7).

**Theorem 2.8 (asymptotic roundoff error estimate).** Let \( \mathbf{u} \) be the exact solution of \( (B + a^2 I) \mathbf{u} = \mathbf{f} \) and \( \hat{\mathbf{u}} \) be the computed solution from the direct time parallel solver (1.7) applied to (2.1), and let \( \epsilon \) denote the machine precision. Then
\[ \frac{\| \mathbf{u} - \hat{\mathbf{u}} \|_{\infty}}{\| \mathbf{u} \|_{\infty}} \lesssim \psi_1 \left( \frac{a T}{2N}, N \right) \epsilon^{-(N-1)}, \]
where \( \psi_1(y, N) := \frac{2^{N+1} N^2}{(N-1)!} (1 + 2N(N-1))(1 + y^2). \)

**Proof.** The form of the matrices involved is very well adapted to estimates in the \( \ell^\infty \) norm. We evaluate the various quantities in (2.26) starting with the norm of \( B^{-1} \), which we can obtain by computing \( B^{-1} = (B_1^{-1} C)^2 \) explicitly and noting that the infinity norm comes from the last line, which gives
\[ \|B^{-1}\|_{\infty} = (2k_1)^2 \left( 1 + \frac{2q(q-1)}{(q-1)^2} \right). \]
Now for \( q = 1 + \epsilon \), we get by expanding
\[ \|B^{-1}\|_{\infty} \approx (2k_1)^2 (1 + 2N(N-1)). \]
We now use that \( D = \text{diag}(\frac{1}{k^2}) \), and obtain
\[ \|B^{-1}\|_{\infty} \|D+aI\|_{\infty} \approx (2k_1)^2 (4/k^2 + a^2)(1+2N(N-1)) \approx 16 \left( 1 + \frac{a^2 k_1^2}{4} \right) \left( 1 + 2N(N-1) \right). \]
Inserting (2.33) into (2.26) gives
\[ \frac{\| \mathbf{u} - \hat{\mathbf{u}} \|_{\infty}}{\| \mathbf{u} \|_{\infty}} \lesssim 16 \left( 1 + \frac{a^2 k_1^2}{4} \right) (1 + 2N(N-1)) \| |S| S^{-1} \|_{\infty}. \]
Replacing the last term on the right hand side using (2.28) leads to
\[ \frac{\| \mathbf{u} - \hat{\mathbf{u}} \|_{\infty}}{\| \mathbf{u} \|_{\infty}} \lesssim \frac{2^{N+1}}{(N-1)!} (1 + 2N(N-1)) \left( 1 + \frac{a^2 k_1^2}{4} \right) \epsilon^{-(N-1)}. \]
Approximating \( k_1 \) by \( \tilde{k} \) as \( \epsilon \) goes to zero finally gives
\[ \frac{\| \mathbf{u} - \hat{\mathbf{u}} \|_{\infty}}{\| \mathbf{u} \|_{\infty}} \lesssim \frac{2^{N+1}}{(N-1)!} (1 + 2N(N-1)) \left( 1 + \left( \frac{a T}{2N} \right)^2 \right) \epsilon^{-(N-1)}, \]
which proves the result.
Remark 2.9. The more usual roundoff estimates use the condition number of the matrix $S$ in (2.26) instead of the norm of $|S|S^{-1}|$. Then using (2.29), the estimate (2.32) would become

$$\|u - \hat{u}\|_\infty \lesssim \psi_2 \left( \frac{aT}{2N}, N \right) u \varepsilon^{-(N-1)},$$

where $\psi_2(y, N) := \frac{N(1+2N(N-1))2^{2N+3}}{y^2!\left(2^{N-1}\right)!} (1 + y^2)$, which we will see is comparable to our first estimate.

We next present a sharper estimate using the special structure of $S$ and $S^{-1}$.

**Lemma 2.10.** For any $f$, for any diagonal matrix $\Delta$, let $u = S\Delta S^{-1}f$ and $\hat{u}$ be the computed value of $u$. Then

$$\|u - \hat{u}\|_\infty \lesssim \frac{2^{2(N-1)}}{(N-1)!} \varepsilon^{-(N-1)} \|\Delta\|_\infty \|f\|_\infty.$$

**Proof.** Standard truncation error estimates as in Theorem 2.8 show that the approximate value of $S SDS^{-1}f$ gives an error which can be bounded by

$$|S\Delta S^{-1}f - S\Delta S^{-1}f|$$

$$\leq \|f\|_\infty \|\Delta\|_\infty \frac{1}{u} \begin{pmatrix} 1 + |p_1| + |q_1| \hfill & \vdots \hfill & \vdots \hfill & \vdots \hfill \\
|p_{N-1}| + |p_{N-2}|(|q_1| + 1) + \cdots + |q_{N-1}| + |q_{N-2}| |p_1| + \cdots + |q_1| + 1 \end{pmatrix}$$

$$+ O(u^2).$$

Considering the leading term in $\varepsilon$, suppose that $\varepsilon$ and $N$ are such that the largest coefficient $p_{N-1}$ satisfies $|p_{N-1}|u \ll 1$, to obtain

$$\|S\Delta S^{-1}f - S\Delta S^{-1}f\|_\infty \lesssim \|f\|_\infty \|\Delta\|_\infty \frac{u}{u} \sum_{n=0}^{N-1} |p_nq_{N-1-n}|.$$ 

We can estimate the sum using an asymptotic expansion,

$$\sum_{n=0}^{N-1} |p_nq_{N-1-n}| \sim \frac{N-1}{n!} \varepsilon^{-n} 2^{N-1-n} \left(\frac{2^{N-1-n}}{(N-1-n)!}\right) \varepsilon^{-(N-1-n)} \sim \frac{2^{2(N-1)}}{(N-1)!} \varepsilon^{-(N-1)},$$

and we obtain

$$\|S\Delta S^{-1}f - S\Delta S^{-1}f\|_\infty \lesssim \|f\|_\infty \frac{2^{2(N-1)}}{(N-1)!} \varepsilon^{-(N-1)} u,$$

which concludes the proof.

We can now prove the following sharper estimate for the roundoff error.

**Theorem 2.11** (sharper asymptotic roundoff error estimate). For any $f$, let $u = S(D + aI)^{-1}S^{-1}f$ and $\hat{u}$ be the computed value of $u$. Then

$$\frac{\|u - \hat{u}\|}{\|U^0\|} \lesssim \psi_3 \left( \frac{aT}{2N}, N \right) u \varepsilon^{-(N-1)},$$

where $\psi_3(y, N) := \frac{2^{2N-\frac{1}{2}}}{(N-1)!} \frac{1}{y^{1/2}}$. 

Taking the modulus and rearranging terms leads to

\begin{equation}
\|\mathbf{u} - \hat{\mathbf{u}}\|_\infty \lesssim \frac{2^{2(N-1)}}{(N-1)!} \epsilon^{-(N-1)} \frac{1}{a^2 + \frac{4}{k_\epsilon}} \|\mathbf{f}\|_\infty.
\end{equation}

We need now an estimate of \(\|\mathbf{f}\|_\infty\) with

\begin{equation}
\mathbf{f} = C^{-1}(B_1 C^{-1} F_0 + G_0) \mathbf{e}_1, \quad F_0 = \frac{1}{k_1} f + \frac{g}{2}, \quad G_0 = \frac{1}{k_1} g - \frac{a^2}{2} f.
\end{equation}

We first explicitly compute the inverse of \(C\) and obtain the lower triangular matrix \(C_{ij}^{-1} = 2(-1)^{i-j}, i \geq j\). We can then evaluate the terms in (2.40) to get

\[(C^{-1} \mathbf{e}_1)_i = 2(-1)^{i-1} \implies (C^{-1} B_1 C^{-1} \mathbf{e}_1)_i = 4(-1)^{i-1} \left( \frac{1}{k_1} + 2 \sum_{j=2}^{i} \frac{1}{k_j} \right),\]

where the sum equals zero for \(i = 1\). Using that the time steps are geometric, \(k_j = q^{j-1} k_1\), we define

\[s_i := 1 + 2 \sum_{j=1}^{i-1} \frac{1}{q^j} \text{ for } i \geq 2, \quad s_1 = 1,\]

and obtain \((C^{-1} B_1 C^{-1} \mathbf{e}_1)_i = \frac{4}{k_1} (-1)^{i-1} s_i\), which we introduce into (2.40) to get

\[f_i = (-1)^{i-1} \left( \frac{4}{k_1} F_0 s_i + 2 G_0 \right) = (-1)^{i-1} \left( \frac{4}{k_1} s_i \left( \frac{1}{k_1} f + \frac{g}{2} \right) + 2 \left( \frac{1}{k_1} g - \frac{a^2}{2} f \right) \right).
\]

Taking the modulus and rearranging terms leads to

\[|f_i| = \left| \frac{4}{k_1^2} f \left( s_i - \frac{a^2 k_1^2}{4} \right) + \frac{2}{k_1} g (s_i + 1) \right|.
\]

Defining \(y_1 := \frac{4}{k_1^2} a^2\), we obtain

\[|f_i| = \left| \frac{4}{k_1^2} f(s_i - y_1^2) + \frac{2 a}{k_1} g (s_i + 1) \right| = \frac{4}{k_1^2} \left| f(s_i - y_1^2) + y_1 a (s_i + 1) \right|.
\]

For sufficiently small \(k_1\), \(y_1\) is smaller than 1, and since \(s_i > 1\) and the sequence \(s_i\) is increasing, we obtain

\[\|f\|_\infty \leq \frac{4}{k_1^2} \left( |f| s_N + \frac{|g|}{a} (s_N + 1) \right) \leq \frac{4}{k_1} s_N (s_N + 1) \leq \frac{4\sqrt{2}}{k_1^2} (s_N + 1) \|U_0\|.
\]

We use now that \(q\) is close to 1 to estimate asymptotically

\[s_N + 1 = 2(1 + \sum_{j=1}^{N-1} \frac{1}{q^j}) = 2 \sum_{j=0}^{N-1} \frac{1}{q^j} = 2 \frac{1 - \frac{1}{q^N}}{1 - \frac{1}{q}} \leq 2N,
\]

and therefore

\[\|f\|_\infty \lesssim \frac{8N\sqrt{2}}{k_1^2} \|U_0\|.
\]
This allows us to also estimate $\|f\|_\infty$ in (2.39) asymptotically,

$$\|u - \hat{u}\|_\infty \lesssim \frac{2^{2(N-1)}}{(N-1)!} \epsilon^{-(N-1)} \frac{1}{a^2 + \frac{4}{k_N}} \frac{8N\sqrt{2}}{k_1^2} \|U_0\|.$$  

We now combine the last two terms asymptotically using that

$$\frac{4}{a^2 + \frac{1}{k_N}} \sim \frac{1}{1 + y^2}, \quad y := \frac{aT}{2N},$$

and obtain (2.38).

We show in Figure 2.2 graphically that $\psi_1(\frac{aT}{2N}, N)$ and $\psi_2(\frac{aT}{2N}, N)$ are comparable, while $\psi_3(\frac{aT}{2N}, N)$ is substantially smaller, and thus gives a much sharper estimate.
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**Fig. 2.2.** Comparison of the logarithm of the functions $\psi_j$, $j = 1, 2, 3$.

### 2.3. Optimization of the algorithm parameters.

To start, we perform a numerical experiment for the scalar model problem (2.1) with $a = 1$ and initial conditions $u(0) = 1$, $\dot{u}(0) = 0$. We show in Figure 2.3 first as a reference the measured discretization error on an equidistant time partition with $N$ points (called "error 1," and independent of $\epsilon$). Next we plot the error due to the geometric time partition, which increases when $\epsilon$ is increasing (called "error 2"), and our theoretical estimate $\phi_2\epsilon$ from Theorem 2.1, which is rather sharp, since it coincides in the figure with the numerically measured values, except for large $\epsilon$. We finally also plot the roundoff error we measure due to the diagonalization procedure, which decreases when $\epsilon$ is increasing (called "error 3"), and our theoretical bound $\psi_3\epsilon^{-(N-1)}\|U\|$ from Theorem 2.11. From these plots, we can see that an optimized choice of $\epsilon$ would balance these two errors, and for the case on the left with $T = 5$ and $N = 10$ (10 processors) it would be $\epsilon^* \approx 4.5e - 2$. In this case, the additional errors due to the time parallelization would remain much smaller than the actual discretization error one would have on an equidistant time grid. For the case on the right in Figure 2.3 with $T = 10$ and $N = 20$ (20 processors), the best choice would be $\epsilon^* \approx 1e - 1$, and now the additional errors due to the parallelization would be of the same order as the actual discretization error one would have on an equidistant time grid.

To determine a formula for the best $\epsilon^*$, we can bound the actual error of the parallel time integrator by adding and subtracting $u^N(T_1)$ and also $u^N(T_q)$ with $q = 1 + \epsilon$ and using the triangle inequality, we obtain at time $T$ an error estimate between
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Fig. 2.3. Discretization and parallelization errors, together with our theoretical bounds. Left: $T = 5, a = 1, N = 10$. Right: $T = 10, a = 1, N = 20$.

the exact solution at time $T = t_N$ and the last value $\hat{u}_N$ of the approximate solution computed by diagonalization, namely,

$$
\left\| u(t_N) - \hat{u}_N \right\| \leq \left\| u(t_N) - u^N(T_1) \right\| + \left\| u^N(T_1) - u^N(T_q) \right\| + \left\| u^N(T_q) - \hat{u}_N \right\|.
$$

The first term, error 1, is the truncation error of the sequential method using equal time steps; see also Figure 2.3. The second term, error 2, is due to the geometric time partition and was estimated asymptotically in Theorem 2.1 to be $\phi \varepsilon^2$. The last term, error 3, can be estimated using Theorem 2.11. Because the second term is decreasing in $\varepsilon$ and the last term is growing in $\varepsilon$ (see also Figure 2.3), we equilibrate them asymptotically and obtain the following.

**Theorem 2.12** (optimized geometric time partition). Suppose the time steps are geometric, $k_n = q^{n-1}k_1$, and $q = 1 + \varepsilon$ with $\varepsilon$ small. Let $\mu$ be the machine precision. Fix $a, T, and N$. For $\varepsilon = \varepsilon^*(aT, N)$ with

$$
\varepsilon^*(aT, N) = \left( \frac{3}{(N^2 - 1)(N - 1)!} \frac{1 + y^2}{y^3} u \right)^{\frac{1}{N+1}} with y = \frac{aT}{2N},
$$

the error due to time parallelization is asymptotically comparable to the one produced by the geometric time partition.

**Proof.** Equilibration of the error produced by the geometric mesh and the diagonalization means imposing $\phi(y, N)\varepsilon^2 = \psi_3(y, N)\mu \varepsilon^{(N-1)}$, and thus $\varepsilon^* = (\frac{\psi_3(y, N)\mu}{\phi(y, N)} y)^{\frac{1}{N+1}}$, where $\psi_3$ is defined in Theorem 2.11 and $\phi$ is defined in Theorem 2.1. Introducing these quantities and simplifying leads to (2.42).

We see in Figure 2.3 that the theoretically predicted optimized $\varepsilon^*$ marked by a rhombus is a good estimate of the numerical best parameter. We next show in Figure 2.4 on the left the optimized value $\varepsilon^*(aT, N)$ from Theorem 2.12 as a function of the two arguments $aT$ and $N$. Choosing $\varepsilon = \varepsilon^*(aT, N)$, the ratio between the additional errors due to parallelization to the truncation error of the fixed time step method (error 2/error 1) is shown in Figure 2.4 on the right, together with the relative truncation error for a fixed time step method in red (error 1). We see that one can
use approximately 20 processors \((N = 20)\) for a reasonably large range of \(aT\) by only increasing the error with the same order one would have had using a sequential integrator on a fixed time mesh, and when using 10 processors, the additional errors due to time parallelization are negligible (about 10% of the errors on an equidistant time grid). When using 40 processors however \((N = 40)\), a five-fold error has to be expected, due to the parallelization, compared to the sequential time stepping on a fixed time mesh, even with the best possible value \(\varepsilon = \varepsilon^*(aT, N)\). This shows that one can not parallelize with the diagonalization technique in time using an arbitrarily large number of processors.

Remark 2.13. To obtain an estimate for the best \(\varepsilon\) to chose in the wave equation case, we recall the Fourier transform in space with Fourier variable \(\xi\) which corresponds to our parameter \(a\). We can thus apply our results from the ODE analysis with \(a^2 = |\xi|^2\), where \(\xi\) is the dominant frequency in the solution we are trying to calculate. If we have no information about the dominant frequency in the solution, we can also use the upper bound \(\xi_{\text{max}}^2 : = \pi^2/h^2\) in one dimension (1D) \((h\) the mesh size in space), and \(|\xi^2|_{\text{max}} : = \pi^2/h^1 + \pi^2/h^2\) \((h_1\) and \(h_2\) the two mesh sizes in space in two dimensions (2D)), since \(\phi(\varepsilon^*(aT, N))^2\) is growing in \(aT\); see Figure 2.4 on the right.\(^2\) Note that the growth seems to slow down for large values of \(aT\), so that one can even estimate the value of \(\varepsilon^*(aT, N)\) outside the plotted range of \(aT\).

3. Numerical experiments. We now test our theoretical results on the wave equation (1.1) in one and two spatial dimensions, and also on an industrial test case using the equations of elasticity, where we use time windowing in order to integrate over a larger number of time steps than authorized by the diagonalization technique.

3.1. The wave equation in one dimension. We solve the wave equation in one dimension on \([0, 1]\), with homogeneous Dirichlet boundary conditions and as initial conditions \(u_0(x) = \sin(\pi x), u_1(x) = 0\). The spatial mesh is \(h = 1/10\), and we use \(N = 10\) time steps on the time interval \((0, 1)\). We first show in Figure 3.1 three

\(^2\)In fact we need only spectral information of the spatial operator to determine the relevant range of \(a\), and thus can also handle variable coefficients; see the example in subsection 3.3.
numerical solutions obtained for three different geometric time partitions using the diagonalization approach. We clearly see on the left that the \( \varepsilon \) chosen is too small; the solution becomes inaccurate and presents strong oscillations due to the roundoff error introduced by the diagonalization. On the right \( \varepsilon \) is too big, and the solution is less accurate for the second part of the time interval. In the middle, we chose the optimal \( \varepsilon^* \) and obtain an accurate solution, comparable to the one computed sequentially on a fixed step size partition. In Figure 3.2 we show the corresponding measured discretization and diagonalization errors compared to our theoretical bounds. We see again on the left that for \( T = 1 \) using \( N = 10 \) (10 time steps corresponding to computing with 10 processors), using the optimized choice of \( \varepsilon \) leads to a very small error increase compared to the already existing truncation error, as in the ODE case in Figure 2.3. For \( N = 20 \) however (corresponding to using 20 processors) on a twice as long time interval \( T = 2 \), the errors due to parallelization are now comparable to the existing truncation error on an equally spaced time grid, and as in the ODE case, one can not use more than about 20 processors for the time parallelization of the wave equation without introducing substantial additional errors due to the parallelization method based on diagonalization.

### 3.2. The wave equation in two dimensions.

We now solve the wave equation on the unit square, with homogeneous Dirichlet boundary conditions and as initial conditions \( u_0(x, y) = \sin(\pi x) \sin(\pi y) \), \( u_1(x, y) = 0 \), using \( h = \frac{1}{10} \) in space. In Figure 3.3 we show again the corresponding measured discretization and diagonalization errors compared to our theoretical bounds, and we see that the results are very similar to the one dimensional case.
We also implemented this algorithm on a computer cluster adding to the initial algorithm a time windowing process in order to compare costs and accuracy for a larger number of time steps, and to truly evaluate parallel performance. Time windowing means that the initial global time interval \((0, \tilde{T})\) is first partitioned into so-called time windows of length \(T\), and then the diagonalization technique is applied sequentially to the time windows, starting with the first one, then continuing with the second one, and so on. We denote by \(N\text{Win}\) the number of time windows, where each time window consists of \(N\) time steps to apply the diagonalization technique in each time window. The algorithm now performs 5 steps for each time window, namely,

\begin{align}
(1) \quad F &= \left(\frac{1}{k^2} u_h^0 + \frac{1}{2} \dot{u}_h^0, \ldots, 0\right), \\
G &= \left(\frac{1}{k^2} \dot{u}_h^0 + \frac{1}{2} \Delta_h u_h^0, 0, \ldots, 0\right), \\
(a) \quad g &= (S_1 \otimes I_x)F + (S_2 \otimes I_x)G, \\
(b) \quad \left(\frac{1}{\kappa_n} - \Delta_h\right)w^n &= g^n, \quad 1 \leq n \leq N, \\
(c) \quad u &= (S \otimes I_x)w, \\
(2) \quad \dot{u} &= (B_1^{-1} C \otimes I_x)\Delta_h u + (B_1^{-1} \otimes I_x)G,
\end{align}

where \(S_1 = S^{-1} C^{-1} B_1\) and \(S_2 = S^{-1} C^{-1}\). Compared to the three basic steps (a), (b), and (c) of the initial algorithm (1.7), the additional step (1) serves to set up the proper initial values of the current time window, and the additional step (2) has to be computed in order to initialize \(F\) and \(G\) for the next time window.

All the time matrices are lower triangular matrices and all Kronecker products \(Y = (A \otimes I_x)X\) where \(X = (X_1, X_2, \ldots, X_N)\) and \(Y = (Y_1, Y_2, \ldots, Y_N)\) can be written as

\begin{align}
Y = (A \otimes I_x)X \iff \begin{cases}
Y_1 = A(1,1)X_1, \\
Y_2 = A(2,1)X_1 + A(2,2)X_2, \\
\vdots \\
Y_i = A(i,1)X_1 + A(i,2)X_2 + \ldots + A(i,i)X_i, \\
\vdots \\
Y_N = A(N,1)X_1 + A(N,2)X_2 + \ldots + A(N,N)X_N.
\end{cases}
\end{align}

In our implementation, we overlap computation and communication when working in a given time window: once the data from step (1) in (3.1) is available to perform the
products of the form (3.2) in step (a), processor 1 sends its data $X_1$ to processors 2 to $N$ before computing $Y_1$. Processor 1 can then start with its task for step (b). Similarly, processor 2 sends its data $X_2$ to processors 3 to $N$, then computes $A(2, 2)X_2$ and as soon as it receives $X_1$ also $A(2, 1)X_1$ to form the sum $Y_2$ and then starts its step (b). Processors 3 to $N$ proceed similarly. Steps (c) and (2) which contain also products of the form (3.2) are performed in the same way overlapping computation and communication. Once the last processor $N$ has completed its step (2), it then becomes processor 1 for the next time window to save communication. Note also that the processors never need to store the entire space time solution, they only need to compute locally the sums in (3.2) using storage of the size of the vectors $X_i$ to compute $Y_i$.

In order to measure the performance, we used in this implementation a $P_1$ finite element discretization for step (b) and solved the linear system in space using the conjugate gradient (CG) method with and without preconditioner, and also the parallel sparse direct solver (PARDISO) [41]. Computations were run on a set of 16 X5670 [Westmere-EP] @ 2.93 GHz processors with a refined mesh, $h = \frac{1}{160}$, and we simulate the process up to $\tilde{T} = 2$ using $N\text{Win}$ time windows of length $T = \tilde{T}/N\text{Win}$. The error is measured in the norm defined in the theoretical analysis; see Theorem 2.1. We show in Table 3.1 the optimized parameter $\varepsilon^*$ from our analysis given by formula (2.42), and the error due to the time parallelization by diagonalization of the algorithm, which was the same in all experiments, because we used the very small tolerance $10^{-16}$ for the iterative solvers. We can see in the last column that for 16 and more processors, the error due to parallelization will deteriorate, as predicted by our analysis.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$N\text{Win}$</th>
<th>$\varepsilon^*$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>128</td>
<td>4.95 $\times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>0.0098</td>
<td>4.98 $\times 10^{-3}$</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>0.0474</td>
<td>4.98 $\times 10^{-3}$</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>0.135</td>
<td>5.88 $\times 10^{-3}$</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>0.224</td>
<td>1.79 $\times 10^{-2}$</td>
</tr>
</tbody>
</table>

In Table 3.2, we show the results we obtain using unpreconditioned CG. The first row corresponds to the sequential scheme with a fixed time step $\tilde{k} = \frac{T}{128}$. We then use $N\text{Win}$ time windows depending on $N$ to get a result over the entire time interval $(0, \tilde{T})$. The column $N\text{It}$ gives the range of the number of iterations CG needed to converge. The column $\text{Time RHS}$ corresponds to steps (1) and (a) in algorithm (3.2), the column $\text{Time CG}$ to step (b), and the column $\text{Time U, Up}$ to steps (c) and (2). The efficiency $\text{Eff} := \frac{\text{Time}_1}{N \times \text{Time}_N}$, where $\text{Time}_1$ is the sequential computing time on one processor, and $\text{Time}_N$ is the parallel computing time using diagonalization with $N$ processors. Two efficiencies are given in the last two columns: $\text{Solv. Eff}$ concerns step (b) and $\text{Tot. Eff}$ concerns the whole time sequence. We see from column $N\text{It}$ that as local problems become less well conditioned, the number of iterations increases: we need between 15–33 iterations using one processor, and between 5–149 when using 16 processors, which also affects load balancing. In Table 3.3, we use CG preconditioned with an incomplete LU factorization (ILU0). This improves convergence, but now the cost of an iteration is about twice the cost compared to
the nonpreconditioned case; nevertheless the overall computation time is faster. In Table 3.4, we used a direct solver based on the efficient Intel Math Kernel Library PARDISO [41] that renumbers mesh nodes so that the factorized symmetric matrix is as sparse as possible. We see that PARDISO provides very good local efficiency and is faster than the iterative methods we used in this 2D setting. This good local efficiency however leads to a little less total efficiency than the variant using CG.

**Table 3.2**

2D wave equation using CG without preconditioning, initialization time 0.0007 s.

<table>
<thead>
<tr>
<th>N</th>
<th>NWin</th>
<th>NIt</th>
<th>Time RHS</th>
<th>Time CG</th>
<th>Time U, Up</th>
<th>Solv. Eff</th>
<th>Tot. Eff</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>128</td>
<td>15-33</td>
<td>0.001 s</td>
<td>0.780 s</td>
<td>0.007 s</td>
<td>84.78 %</td>
<td>79.69 %</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>15-38</td>
<td>0.025 s</td>
<td>0.460 s</td>
<td>0.041 s</td>
<td>72.39 %</td>
<td>57.40 %</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>14-47</td>
<td>0.037 s</td>
<td>0.269 s</td>
<td>0.059 s</td>
<td>60.94 %</td>
<td>30.45 %</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>10-63</td>
<td>0.045 s</td>
<td>0.160 s</td>
<td>0.139 s</td>
<td>48.27 %</td>
<td>15.18 %</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>5-149</td>
<td>0.064 s</td>
<td>0.101 s</td>
<td>0.180 s</td>
<td>38.4 %</td>
<td>38.4 %</td>
</tr>
</tbody>
</table>

**Table 3.3**

2D wave equation using CG and ILU0 preconditioner, initialization time 0.0039 s, including ILU0 factorization.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>128</td>
<td>11-11</td>
<td>0.001 s</td>
<td>0.665 s</td>
<td>0.062 s</td>
<td>86.81 %</td>
<td>80.89 %</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>11-11</td>
<td>0.026 s</td>
<td>0.383 s</td>
<td>0.041 s</td>
<td>100.15 %</td>
<td>58.39 %</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>10-11</td>
<td>0.038 s</td>
<td>0.166 s</td>
<td>0.071 s</td>
<td>94.46 %</td>
<td>33.09 %</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>7-15</td>
<td>0.051 s</td>
<td>0.088 s</td>
<td>0.119 s</td>
<td>56.17 %</td>
<td>17.37 %</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>2-33</td>
<td>0.059 s</td>
<td>0.074 s</td>
<td>0.129 s</td>
<td>48.27 %</td>
<td>17.37 %</td>
</tr>
</tbody>
</table>

**Table 3.4**

2D wave equation using PARDISO, initialization time 0.102 s including the factorization with PARDISO.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>128</td>
<td>1</td>
<td>0.001 s</td>
<td>0.256 s</td>
<td>0.033 s</td>
<td>95.52 %</td>
<td>64.36 %</td>
</tr>
<tr>
<td>2</td>
<td>64</td>
<td>1</td>
<td>0.024 s</td>
<td>0.134 s</td>
<td>0.034 s</td>
<td>96.97 %</td>
<td>37.76 %</td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td>1</td>
<td>0.038 s</td>
<td>0.086 s</td>
<td>0.067 s</td>
<td>91.43 %</td>
<td>17.10 %</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>1</td>
<td>0.047 s</td>
<td>0.035 s</td>
<td>0.130 s</td>
<td>99.99 %</td>
<td>8.13 %</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>1</td>
<td>0.061 s</td>
<td>0.016 s</td>
<td>0.146 s</td>
<td>99.99 %</td>
<td>8.13 %</td>
</tr>
</tbody>
</table>

These results show that time parallelization by diagonalization is very efficient as long as the local problem is sufficiently computation intensive so as not to be overtaken by communications cost necessary to compute the right hand side (RHS) and the final solution (U) and its first time derivative (Up).

**3.3. Application to a large 3D industrial problem.** We now apply this technique to an industrial problem: we want to compute the response of a carbon/epoxy laminated composite panel subjected to an impact-like loading. This class of material is modeled in its linear elastic domain with a transverse isotropic Hooke law. When the fiber direction is aligned with the \( e_1 \) direction, and using the Voigt notation, the Hooke law is given by

\[ \text{Voigt notation uses a matrix representation for fourth order tensors. It also exploits the symmetries of the second order strain and stress tensors (hence the 6 components).} \]
Here, $E_L$ is the longitudinal elastic modulus (in the carbon fiber direction), $E_T$ is the transverse elastic modulus, $G_{LT}$ is the elastic shear modulus, and $\nu_{LT}$ and $\nu_{TT}$ are the so-called Poisson ratios, and we simulate the elasticity equations,

$$\rho \ddot{u} = \text{div}(\sigma) + f, \quad \varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right).$$

The selected material is a T700GC/M21 carbon/epoxy system used in the aeronautical industry. The corresponding elastic moduli are given in Table 3.5. The geometry of the problem is taken from the experimental work described in [46]. The tested plate is made of 12 plies with a symmetric stacking sequence. The mesh, illustrated in Figure 3.4, consists of 152607 degrees of freedom. Each ply is modeled with one element in the thickness direction. The stacking sequence (i.e., the angle between the fiber orientations and the global $e_x$ direction for each ply) is taken as $[0 / 45 / 90 / -45 / 0 / 0 / 0 / 0 / -45 / 90 / 45 / 0]$ which implies that the material is heterogeneous at the structure scale. Dirichlet boundary conditions (represented in blue) are applied on areas representative of the experiment. A homogeneous pressure field is applied at the center of the plate (red circle) and is representative of a small impact. The time is discretized with 2000 time steps over the $\tilde{T} := 10$ms simulation range.

**Table 3.5**

<table>
<thead>
<tr>
<th>$E_L$</th>
<th>$E_T$</th>
<th>$\nu_{LT}$</th>
<th>$\nu_{TT}$</th>
<th>$G_{LT}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>130.0 GPa</td>
<td>7.7 GPa</td>
<td>0.33</td>
<td>0.4</td>
<td>4750 MPa</td>
</tr>
</tbody>
</table>

**Fig. 3.4.** Mesh configuration and loading for the elasticity problem.

The finite element code Zset [48] is used to handle the specific finite element features—mesh generation, material orientation, computation of mass and stiffness matrices, boundary conditions, etc. Zset comes with a Python interface which permits to handle the global operators (stiffness and mass matrices) and vectors in a
very convenient way through numpy arrays. All the algebraic operations described in (1.2)–(1.7) are thus performed with the numpy and scipy Python packages. Parallelism is achieved with the mpi4py package, the Python interface to message passing interface (MPI). The script is launched on a 2.4 GHz, Xeon E5-2680 processor with 24 cores, but we use only up to \( N = 16 \) for our experiments. To reach the 2000 time steps, we thus have to use \( 2000/N \) time windows. There is an evident gain here in using a direct solver, since once the \( N \) sparse operators (see (1.7.b)) have been factorized during the first block, their decomposition can be reused for the solutions in the \( 2000/N - 1 \) remaining time windows. In this implementation, we use the multifrontal massively parallel sparse direct solver [39] and its LU decomposition capability. Because of the multiple time windows, we also have to properly account for the nonzero initial conditions at the beginning of each block. These operations require additional algebraic operations that we refer to as windows initializations (steps (a), (c) and (2) in (3.1)).

We show in Figure 3.5 the measured CPU times when parallelizing with different values of \( N \). The times for the LU factorizations, the LU linear solves by forward and backward substitution, the tensorial operations, the windows initializations, the preprocessing, and the MPI communications are shown separately, and we see that the LU linear solves are fully parallelized in time with this diagonalization technique. Figure 3.5 indeed shows that the corresponding times scale nicely up to \( N = 8 \) processors, and one obtains substantial speed-up using this method. The overhead due to the different algebraic operations (mainly factorization and tensorial operations) remains about the same from \( N = 2 \) to \( N = 16 \) but it becomes more significant in the last case (steps (a), (c) and (2) in (3.1)). From a practical point of view, the 650s gain from a sequential to an \( N = 8 \) parallel solution seems to be narrow. However, this kind of simulation is typically used to optimize the mechanical behavior according to the stacking sequence. Depending on the optimizer, this process may not be fully parallelizable. When tens or hundreds of runs are required, the gain of using time parallelization then becomes significant. Figure 3.6 shows the displacement of the central node on the back face of the plate for the sequential solution and the parallel solution for \( N = 16 \). No deviation is noticeable between the two responses, showing that no significant error has been introduced by the parallelization with these parameters.

![Fig. 3.5. Computing times for the industrial elasticity problem.](image)
This type of time parallel algorithm would be well suited to a hybrid MPI/open multiprocessing (OpenMP) approach: MPI for space domain partitioning which can by far exceed shared memory systems and OpenMP for the time parallelisation (less than 20 threads). In terms of memory, there could be a gain (space variables would not need to be replicated) but probably not so in terms of CPU time which is already quite good as shown in the histogram in Figure 3.5 (see MPI gathering and MPI scattering).

![Diagram showing deflection of the central node on the back face of the plate for the sequential and the parallel solution with N = 16.](image)

**Fig. 3.6.** Deflection of the central node on the back face of the plate for the sequential and the parallel solution with N = 16.

### 4. Conclusions

We presented and analyzed the time parallelization method by diagonalization for the wave equation. We derived an optimal choice for the geometric stretching of the time grid, balancing carefully truncation and roundoff error. We tested the method numerically for the model wave equation problems in different spatial dimensions and also on an industrial test case using the elasticity equations. These results show that our theoretical parameters predict well the best choice for the geometric time grid stretching, and substantial speedup is possible when solving wave propagation problems using this technique, and this also in an industrial setting.
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