OPTIMIZED SCHWARZ METHODS WITH OVERLAP FOR THE HELMHOLTZ EQUATION
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Abstract. Optimized Schwarz methods are based on optimized transmission conditions between subdomains and can have substantially improved convergence behavior compared to classical Schwarz methods. This is especially true when the method is applied to the Helmholtz equation, and better transmission conditions in form of perfectly matched layers have for example led to the new class of sweeping preconditioners. We present here for the first time a complete analysis of optimized Schwarz methods with overlap for the Helmholtz equation. We obtain closed form asymptotically optimized transmission conditions for the case of two subdomains, and study numerically the influence of the number of subdomains on this optimized choice.
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1. Introduction. The Helmholtz equation, also known as the time-harmonic wave equation, is used for modeling acoustic and electromagnetic waves arising in many applications, like seismic inversion, antenna design, and tomography in medicine. The numerical solution of the Helmholtz equation is difficult because of the highly oscillatory nature of its solutions. When the number of oscillations becomes large, engineering practice often suggests to use a fixed number of degrees of freedom per oscillation, but this is not enough for accuracy because of the well known pollution effect [1]. The oscillatory kernel (Green’s function) of the Helmholtz equation makes any approximation that is essential for iterative methods difficult, see e.g. [2], and this becomes even harder in the presence of strong reflections.

Optimized Schwarz methods, see e.g. [3], [4], [5], [6], [7], [8], [9], use Robin or higher order transmission conditions on interfaces between subdomains, while the parameters contained in these transmission conditions are optimized for rapid convergence. For the Helmholtz equation, a classical first-order absorbing condition was used without overlap in [10] and with overlap in [11], [12]. Without overlap, optimized Robin parameters can be found in [13] with a simplified proposal also for a higher order optimized transmission condition, which then was fully optimized in [14]. Related work for Maxwell’s equations can be found in e.g. [15], [16], [17]. One can also use perfectly matched layers or other high-order transmission conditions, see [18, 19, 20, 21]. Recently, it has become popular to use these conditions in a double sweep manner; c.f. [22], [23], [24], [25], [26]. The difference of the double sweep and the parallel optimized Schwarz methods is similar to the difference of the symmetric Gauss-Seidel and the Jacobi iterative methods. The double sweep version requires however a partition into subdomains that are linked chain-wise, i.e. a one dimensional sequence of subdomains, whereas the parallel version does not rely on any special type of partitioning. We will study in this paper mainly the parallel version, but also test the double sweep version in subsection 4.4.
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We analyze here for the first time the overlapping case of optimized Schwarz methods for the Helmholtz equation, and solve the corresponding optimization problems asymptotically. Numerically we find a new phenomenon that appears as soon as there are more than two subdomains with this overlapping variant of the algorithm. Our study indicates that in this case a much harder best approximation problem involving many subdomains would need to be solved. Indeed, the visualization of the spectra and the convergence factors based on Fourier analysis for many subdomains show that the number of subdomains is much more influential on the propagating modes than on the evanescent modes (see Figure 4.2 and Figure 4.3). In other words, the new insight is that we should put more weight on the propagating modes than on the evanescent modes for minimizing the convergence factor. Despite the fact that we do not explore the many-subdomain optimization problem in this paper further, the new insight did lead us to a heuristic modification (subsection 4.2) of the asymptotic formulas from section 3, and our numerical experiments show that the heuristic works very well for the open cavity problem. We also compare this approach with a higher-order transmission condition for solving an open cavity problem with spatially varying wave speed, and the results show that the optimized second-order transmission condition is arguably competitive with the higher-order condition.

We organize the paper as follows: we first introduce the Schwarz method with overlap in section 2 and derive the convergence factor. Then, we study the optimization problem in various settings in section 3. One-sided zeroth-order parameters with unequal real and imaginary parts are optimized in subsection 3.1, and we find that the optimal parameters have almost equal real and imaginary parts. A similar result for Maxwell’s equations was found in [17]. Based on this observation, we then optimize the two-sided parameters with equal real and imaginary parts in subsection 3.2. The two-sided optimized transmission condition is then transformed to the second-order form and compared with some other conditions in subsection 3.3. We illustrate our results for two subdomains and study also the many subdomain case with numerical experiments in section 4.

2. Schwarz method with overlap. As a model problem, we consider the Helmholtz equation

\[(\omega^2 + \Delta) u = f(x, y), \quad u, f : \mathbb{R} \times \mathbb{R}^{d-1} \to \mathbb{C}, \quad \omega \in \mathbb{C},\]

equipped with the Sommerfeld radiation condition

\[\lim_{r \to \infty} r^{d-1/2} (\frac{\partial u}{\partial r} - i\omega) = 0,\]

where \(r = \sqrt{x^2 + |y|^2}\). As it is usually done to study optimized Schwarz methods, we decompose the domain into two overlapping subdomains \(\Omega_1 = (-\infty, L) \times \mathbb{R}^{d-1}\) and \(\Omega_2 = (0, \infty) \times \mathbb{R}^{d-1}\) with overlap size \(L > 0\). We want to compute \(u_l := u|_{\Omega_l} (l = 1, 2)\) iteratively by an optimized Schwarz method, which means, with the superscripts being the iteration numbers, we compute

\[\omega^2 u_1^{n+1} + \Delta u_1^{n+1} = f(x, y), \quad (x, y) \in \Omega_1,\]

\[(\partial_x + S_1)(u_1^{n+1})(L, y) = (\partial_x + S_1)(u_1^n)(L, y), \quad y \in \mathbb{R}^{d-1},\]

and

\[\omega^2 u_2^{n+1} + \Delta u_2^{n+1} = f(x, y), \quad (x, y) \in \Omega_2,\]

\[(-\partial_x + S_2)(u_2^{n+1})(0, y) = (-\partial_x + S_2)(u_2^n)(0, y), \quad y \in \mathbb{R}^{d-1},\]
where $\mathcal{S}_j$, $j = 1, 2$ are two linear operators in some trace spaces along $\{L\} \times \mathbb{R}^{d-1}$ and \{0\} \times \mathbb{R}^{d-1}. For the analysis it suffices to show convergence of the errors $e_i^n := u_i - u^n_i$ to zero. By the superposition principle for linear equations, the errors satisfy the

\[(\omega^2 - |k|^2)e_1^{n+1} + \partial^2_{xx} e_1^{n+1} = 0, \quad x \in (-\infty, L),\]

\[(\partial_x + s_1)(\partial_{x} e_1^{n+1})(L, k) = (\partial_x + s_1)(\partial_{x} e_2^{n})(L, k),\]

and

\[(\omega^2 - |k|^2)e_2^{n+1} + \partial^2_{xx} e_2^{n+1} = 0, \quad x \in (0, \infty),\]

\[-(\partial_x + s_2)(\partial_{x} e_2^{n+1})(0, k) = -(\partial_x + s_2)(\partial_{x} e_1^{n})(0, k),\]

where $k$ is the Fourier variable of $y$ and $s_j$ denotes the symbol of $\mathcal{S}_j$. For example, $\mathcal{S}_j = -i\omega$ corresponds to $s_j = -i\omega$, and $\mathcal{S}_j = -i\omega + \frac{1}{2}\Delta_y$ corresponds to $s_j = -i\omega - \frac{|k|^2}{2}\omega$. Since the Sommerfeld radiation condition excludes growing solutions at infinity as well as incoming modes from infinity we obtain the solutions

$e_1^{n+1}(x, k) = e_1^{n+1}(L, k)e^{\lambda(k)(x-L)},$

$e_2^{n+1}(x, k) = e_2^{n+1}(0, k)e^{-\lambda(k)x},$

where $\lambda(k)$ denotes the root of the characteristic equation $\lambda^2 + (\omega^2 - |k|^2) = 0$ with positive real part or negative imaginary part,

$\lambda(k) := \sqrt{|k|^2 - \omega^2}$ for $|k| \geq \omega$, \quad $\lambda(k) := -i\sqrt{\omega^2 - |k|^2}$ for $|k| < \omega$.

Substitution of the solutions into the transmission conditions (2.1) and (2.2) yields

$e_1^{n+1}(L, k) = \frac{s_1(k) - \lambda(k)}{s_1(k) + \lambda(k)} e^{-\lambda(k)L} e_2^n(0, k),$

$e_2^n(0, k) = \frac{s_2(k) - \lambda(k)}{s_2(k) + \lambda(k)} e^{-\lambda(k)L} e_1^n(L, k).$

By recursion we have $e_1^{n+1}(L, k) = \rho(k)e_1^{n-1}(L, k)$ and $e_2^{n+1}(0, k) = \rho(k)e_2^{n-1}(0, k)$, where the convergence factor $\rho$ for a double iteration is defined by

(2.3)

$\rho(k) = \frac{s_1(k) - \lambda(k)}{s_1(k) + \lambda(k)} \frac{s_2(k) - \lambda(k)}{s_2(k) + \lambda(k)} e^{-2\lambda(k)L}.$

Setting the two complex parameters $s_1 = p_1 - iq_1$ and $s_2 = p_2 - iq_2$, with $p_j, q_j \in \mathbb{R}$, and inserting $s_1$ and $s_2$ into the convergence factor (2.3), we find after simplifying

(2.4)

$|\rho(p_1, q_1, p_2, q_2, k)|^2 = \begin{cases} p_1^2 + q_1^2 - |k|^2 \leq \omega^2, & |k|^2 \leq \omega^2, \\ p_1^2 + q_1^2 + |k|^2 - |k|^2 \leq \omega^2, & |k|^2 > \omega^2. \end{cases}$

As long as $|k| \neq \omega$ and $p_j, q_j > 0$, we have $|\rho| < 1$. We also see from this convergence factor that the overlap $L$ only helps for $|k|^2 > \omega^2$ (corresponding to the evanescent modes), while for $|k|^2 < \omega^2$ (corresponding to the propagating modes) the convergence
is not affected by the overlap in this two subdomain analysis. From (2.3), exact convergence in two steps is achievable if and only if $s_j(k) = \lambda(k)$ for both $j = 1, 2$. Since this optimal choice leads to non-local operators in real space which are expensive to use, one in general prefers to use approximations of $\lambda(k)$ leading to local operators instead. The quality of the approximation is naturally measured by (2.4). This type of problem occurs also in studying absorbing boundary conditions for domain truncation (see e.g. [27][28]), where the convergence factor becomes the relative error and $L$ is the distance of the source to the truncation boundary.

Remark 1. Our analysis works almost equally for $\Omega = \mathbb{R} \times R$ ($R \subset \mathbb{R}^{d-1}$) as long as the boundary condition on $\mathbb{R} \times \partial R$ permits a diagonalization of $\Delta_y$ into negative real spectra. For instance $R = (0,1)$ with Dirichlet boundary conditions was analyzed in [14]. A harder situation arises from truncation of free space $\mathbb{R}^d$, which introduces complex eigenvalues of $\Delta_y$ and can not be covered by our present analysis.

3. Optimized transmission conditions. Our goal is to find good parameters $p_j$, $q_j$ such that the modulus of the convergence factor in (2.4) is as small as possible over a range of frequencies $|k| \in [k_{\min}, k_-] \cup [k_+, k_{\max}]$, where $k_- < \omega < k_+$. We require $|k|$ to be away from $\omega$ because $|\rho| = 1$ when $|k| = \omega$, independently of what one chooses for the parameters $p_j$ and $q_j$. Since in general we do not know how the Fourier coefficients of the initial error are distributed over the frequencies, in optimized Schwarz methods one minimizes $|\rho|$ for the worst case, that is, we solve

$$\arg\max_{(p_1, q_1,p_2, q_2) \in \mathbb{P}} \left( \max_{|k| \in [k_{\min}, k_-]} \max_{|k| \in [k_+, k_{\max}]} |\rho(p_1, q_1, p_2, q_2, k)|^2 \right),$$

where $\mathbb{P}$ is the search domain of the parameters and $|\rho|^2$ is given in (2.4). For well-posedness of the problems on $\Omega_1$ and $\Omega_2$, we should choose $\mathbb{P} \subset [0, \infty)^2$. The min-max problem (3.1) is too difficult to solve in closed form. Instead, we give asymptotic formulas for the parameters such that the convergence factor is as small as possible in different limiting processes.

In subsection 3.1 and subsection 3.2, we will consider zeroth-order transmission conditions with the symbol $s_j = p_j - iq_j$ independent of $k$ and the corresponding operator $S_j$ reduces to the scalar $s_j$. We can then transform the zeroth-order operators to the one-sided second-order operators by the formulas of [3]: $\tilde{S}_1 = \tilde{S}_2 = r_0 - r_2 \Delta_y$ with $r_0 = -\omega^2 s_1 s_2 / s_1 + s_2$, $r_2 = 1 / s_1 + s_2$. From subsection 3.3 to the end of this paper, we will always study the second-order form of the optimized transmission conditions. In this case the convergence factor becomes

$$\tilde{\rho}(k) = \left( \frac{s_1 - \lambda(k)}{s_1 + \lambda(k)} \cdot \frac{s_2 - \lambda(k)}{s_2 + \lambda(k)} \right)^2 e^{-2\lambda(k)L}.$$

Note that the modulus $|\tilde{\rho}|$ is just (2.4) with $L$ replaced by $L/2$.

3.1. One-sided parameters. In this subsection, we optimize the one-sided zeroth-order operators $S_1 = S_2 = s_1 = s_2 = p - iq$ with $p$, $q$ independent of $k$. With this ansatz, we will give without proof the solution of (3.1) for small mesh sizes and for large wavenumbers. We will see in every case that the optimized parameters $p^*$ and $q^*$ are close to being equal (i.e. $p^* \approx q^*$): their leading orders are always the same and their leading terms are approximately equal as long as the excluding interval $[k_-, k_+]$ is not strongly unsymmetric about $\omega$. This motivates us to choose
For small \( h, y_+ > x_- \) and \( x_- \leq 1/(2y_+) \), any solution of \( (3.1) \) must satisfy \( p = p^* = q^* = x_+^{2/3}L^{-1/3} + o(h^{-1/3}) \) at which \( \max_k |\rho| = 1 - 4(Lx_-)^{1/3} + o(h^{1/3}) \); otherwise, the solution for small \( h \) must satisfy

\[
q = q^* = \begin{cases} 
    \frac{x_+^{4/3}}{(x_+^2 + y_-^2)^{1/3}} (2L)^{-1/3} + o(h^{-1/3}), & \text{if } x_+ \leq \frac{1}{y_-}
    \end{cases}
\]

at which \( \max_k |\rho| = 1 - \frac{4x_+^{2/3}}{(x_+^2 + y_-^2)^{1/3}} (2L)^{1/3} + o(h^{1/3}) \).

**Theorem 3.2.** Let the overlap \( L = C_l h, h = C_h/\omega^\gamma, \gamma \in [1,2] \), \( k_{\max} \in [C/h, \infty] \), \( \delta_\omega = \min(\omega - k_- - k_+ - \omega) \) with \( C_l, C_h, C, k_- \) and \( k_+ \) positive constants independent of \( \omega \), \( k_{\min} < k_- < \omega, k_{\max} > k_+ > \omega \) and \( \mathcal{P} = \{(p,q,p,q) | p, q \in [0, \infty) \text{ independent of } k\} \). Denote by \( \delta_{\pm} = \omega - k_{\pm} \). Suppose \( \omega \) is large, then up to higher-order remainders, for \( 1 \leq \gamma < 5/4 \) any solution of \( (3.1) \) must satisfy

\[
p = p^* = \begin{cases} 
    \frac{2^{1/3} \delta_+^{3/4} \omega^{3/4}}{\sqrt{\delta_+ + \delta_-}}, & \text{if } \delta_+ \geq \delta_- \\
    \frac{2^{1/3} \delta_+^{3/4} \omega^{3/4}}{(\delta_+/2)^{1/3} \omega^{3/4}}, & \text{otherwise},
    \end{cases}
\]

at which

\[
\max_k |\rho| = \begin{cases} 
    1 - \frac{2^{1/3} \delta_+^{1/2} \delta_-^{1/4}}{\sqrt{\delta_+ + \delta_-}} \omega^{-1/4}, & \text{if } \delta_+ \geq \delta_- \\
    1 - 4(\delta_+/2)^{1/4} \omega^{-1/4}, & \text{otherwise};
    \end{cases}
\]

for \( 5/4 < \gamma \leq 2 \) any solution must satisfy

\[
p = p^* = \begin{cases} 
    2^{-1/6} (\delta_+ / C_l C_h)^{1/3}, & \text{if } \delta_+ \geq \delta_- \\
    (\delta_+ / \delta_+ + \delta_-)^{2/3} (\delta_+ \omega / L)^{1/3}, & \text{otherwise},
    \end{cases}
\]

at which

\[
\max_k |\rho| = \begin{cases} 
    1 - 4(\delta_-)^{1/6} (C_l C_h)^{1/3} \omega^{-1/6 - \gamma/3}, & \text{if } \delta_+ \geq \delta_- \\
    1 - 4\sqrt{2}(\delta_+ / \delta_+ + \delta_-)^{1/3} \delta_+^{1/6} \omega^{-1/6 - \gamma/3}, & \text{otherwise}.
    \end{cases}
\]

**Remark 2.** The case of \( \gamma = 5/4 \) is too complicated to be shown here.

**3.2. Two-sided parameters.** In this subsection, we optimize the two-sided zeroth-order operators \( S_l = s_l = p_l(1-i) \), \( l = 1, 2 \), with \( p_l \) independent of \( k \). Note that we have chosen real and imaginary parts, which is motivated by the observation in subsection 3.1. Moreover, if \( p_1 = p_1*, p_2 = p_2* \) solve \( (3.1) \), then \( p_1 = p_2*, p_2 = p_1* \).
also do. This is a consequence of the symmetric setting of the subdomains \( \Omega_1 \) and \( \Omega_2 \). Therefore, between the two possible solutions attaining the same convergence factor we are free to choose either of them. In the following, we simply assume that \( p_1 \) used for \( \Omega_1 \) is smaller than \( p_2 \) for \( \Omega_2 \). We state our main results in Theorem 3.3 and Theorem 3.4. The proofs of the two theorems are lengthy, so we put them into the Appendix.

**Theorem 3.3.** Let \( L = C_L h \), \( k_{\min} \in [C/h, \infty] \), \( C_L, C, k_{\min}, k_-, k_+ \) and \( \omega \) be positive and independent of \( h \), \( k_{\min} < k_- < \omega \), \( k_{\max} > k_+ > \omega \) and \( \mathbb{P} = \{(p_1, p_1, p_2, p_2) \mid 0 \leq p_1 \leq p_2 < \infty \text{ independent of } k \} \). Suppose \( h \) is small, then any solution of (3.1) must satisfy

\[
p_1 = p_1^* = C_{d^2/5}^2 (4L)^{-1/5}/2 + o(h^{-1/5}), \quad p_2 = p_2^* = C_{d^2/5}^3 (4L)^{-3/5} + o(h^{-3/5}),
\]

where \( C_{d^2} = \min \{2^2 - k_-^2, k_+^2 - \omega^2\} \), and \( \max_k |\rho|^2 = 1 - 4(4L\sqrt{C_{d^2}})^{1/5} + o(h^{1/5}) \) is attained at the given parameters.

**Remark 3.** In practice, we use only the leading terms of the optimized parameters. But it is also possible to derive higher order terms.

**Theorem 3.4.** Let the overlap \( L = C_L h \), \( h = C_h/\omega^\gamma \), \( \gamma \geq 1 \), \( k_{\min} \in [C/h, \infty] \), \( \delta_\omega = \min\{\omega - k_-, k_+ - \omega\} \) with \( C_L, C_h, C, k_- \) and \( k_+ \) positive constants independent of \( \omega \), \( k_{\min} < k_- < \omega \), \( k_{\max} > k_+ > \omega \) and \( \mathbb{P} = \{(p_1, p_1, p_2, p_2) \mid 0 \leq p_1 \leq p_2 < \infty \text{ independent of } k \} \). Suppose \( \omega \) is large, then, for \( 1 \leq \gamma < 9/8 \) any solution of (3.1) must satisfy

\[
p_1 = p_1^* = \delta_{d^2}^3/8 (\omega/2)^{5/8} + o(\omega^{5/8}), \quad p_2 = p_2^* = (2\delta_{d^2})^{1/8} \omega^{7/8} + o(\omega^{7/8}),
\]

at which \( \max_k |\rho|^2 = 1 - 4 \cdot 2^{1/8} \delta_{d^2}^{1/8} \omega^{-1/8} + o(\omega^{-1/8}) \); for \( \gamma > 9/8 \) any solution must satisfy

\[
p_1 = p_1^* = (\delta_{d^2} \omega)^{2/5} L^{-1/5}/2 + o(\omega^{2/5+\gamma/5}), \quad p_2 = p_2^* = (\delta_{d^2} \omega)^{1/5} L^{-3/5}/2 + o(\omega^{1/5+3\gamma/5}),
\]

at which \( \max_k |\rho|^2 = 1 - 4\sqrt{2}(C_h C_L)^{1/5} \delta_{d^2}^{1/10} \omega^{1/10-\gamma/5} + o(\omega^{1/10-\gamma/5}) \); and for \( \gamma = 9/8 \) any solution must satisfy

\[
p_1 = p_1^* = C_1 \omega^{5/8} + o(\omega^{5/8}), \quad C_1 \in [\sqrt{2\delta_{d^2}}/(8C_h C_L), 32C_h^2C_L^2], \quad p_2 = p_2^* = C_h C_L \omega^{7/8} + o(\omega^{7/8}),
\]

at which the following value of \( \max_k |\rho|^2 \) is attained

\[
\begin{align*}
1 - 16 C_h C_L \omega^{-1/8} + o(\omega^{-1/8}), & \quad \text{if } 2^{-15/8} \delta_{d^2}^{1/8} \leq C_h C_L, \\
1 - 2\sqrt{2} \delta_{d^2}^{1/10} C_h^{1/3} C_L^{-1/3} \omega^{-1/8} + o(\omega^{-1/8}), & \quad \text{if } 2^{-15/8} \delta_{d^2}^{1/8} \geq C_h C_L.
\end{align*}
\]

Moreover, for \( \gamma = 9/8 \), if we take \( C_h = (C_h C_L \delta_{d^2})^{1/3} \), then we are simultaneously minimizing the maximum of the other local (but not global) maxima.

**Remark 4.** The scaling \( h = C_h/\omega^\gamma \) with \( \gamma > 1 \) is deemed necessary for accurate low-order discretizations, see e.g. [23]. At first glance, one may think that \( C_h \) can be chosen independently of the spatial domain size \( H \) because \( h \) scales directly with the wavelength \( \lambda = 2\pi/\omega \). On the other hand, the Helmholtz problem is essentially the same
if we scale up \( H \) and keep \( \omega H \) constant (i.e. number of wavelength \( H/\lambda \) is fixed); if we use the same \( C_h \) for different \( H \), we will see that \( h = O(H^\gamma) \) or \( H/h = O(H^{1-\gamma}) \). This does not make sense as \( \gamma > 1 \): given that we are solving the same problem, why can we use less number of mesh points for bigger \( H \)? So we conclude that \( C_h \) must depend also on \( H \) and we can take \( C_h = H^{1-\gamma}C_{h,\text{constant}} \) with \( C_{h,\text{constant}} \) the constant that one would use for the unit domain.

**Remark 5.** It is also possible to solve the min-max problem [5,4] numerically, but this is substantially more expensive than using our asymptotic formulas, and this becomes important for spatially varying wave speed, where in the frozen coefficient approach one generates the optimized parameters at many spatial locations using the local wave speed. Numerical optimization is still useful when no formulas are available, or for a comparison with the formulas. In our study for example, if we solve numerically [3,4] in \( \mathbb{P} = \{(p_1, q_1, p_2, q_2) : p_1, q_j \geq 0, j = 1, 2 \} \) and compare with our formulas in \( \mathbb{P} = \{(p_1, p_2, p_2) : p_1, p_2 \geq 0 \} \), we obtain for \( \omega = 20, 200, 2000, 20000, \) \( L = h = \frac{1}{20}, k_{\text{min}} = \pi, k_- = \omega - \pi, k_+ = \omega + \pi, k_{\text{max}} = \pi/h \) using ‘fminsearch’ of Matlab the convergence factors 0.1056, 0.2723, 0.3623, 0.4640, while our formula for the scaling \( \omega H = 1/2 \) gives the convergence factors 0.2366, 0.3184, 0.4032, 0.4939.

**3.3. Comparison of convergence factors.** We will compare the convergence factors of the following methods, which differ only in the transmission conditions and/or overlap. The overlap size is \( L = 2h \). The TO0 method will not be compared here but later in section [4]

- **Classical Schwarz:** using the transmission condition \( u^{n+1}_1 = u^n_2 \) on \( \partial \Omega_1 \cap \Omega_2 \) and \( u^{n+1}_2 = u^n_1 \) on \( \partial \Omega_2 \cap \Omega_1 \) for iteration \( n+1 \), which is equivalent to using \( S_1 = S_2 = \infty \).

- **TO0:** Taylor zeroth-order method using \( S_1 = S_2 = -i\omega \), which corresponds to the zeroth-order Taylor expansion of the square-root symbol \(-i\sqrt{\omega^2-|k|^2}\).

- **TO2:** Taylor second-order method using \( S_1 = S_2 = -i\omega + \frac{i}{2}\omega \Delta_y \), which corresponds to the second-order Taylor expansion of the square-root symbol \(-i\sqrt{\omega^2-|k|^2}\).

- **Zolotarev:** using the two-sided transmission operators \( S_1 = -i(r_0 - r_2 \Delta_y) \) \( (r_0, r_2 \in \mathbb{R}) \) for \( \Omega_1 \) and \( S_2 = r_0 - r_2 \Delta_y \) \( (r_0, r_2 \in \mathbb{R}) \) for \( \Omega_2 \), where \( r_0, r_2 \) are generated by the method of [28] for \( \{k : k_{\text{min}} \leq |k| \leq k_- < \omega \} \) and \( r'_0, r'_2 \) for \( \{k : \omega < k_+ \leq |k| \leq k_* \} \), more precisely by the Matlab-like pseudo-code

\[
\begin{align*}
\alpha &= \sqrt{\omega^2 - k_-^2}; \quad \beta = \sqrt{\omega^2 - k_{\text{min}}^2}; \quad \gamma = \text{ellipke}(1 - \alpha^2/\beta^2); \\
[S, C, D] &= \text{ellip}j(3K/4, 1 - \alpha^2/\beta^2); \quad p_1 = bD; \\
[S, C, D] &= \text{ellip}j(K/4, 1 - \alpha^2/\beta^2); \quad p_2 = bD; \\
r_0 &= (-p_1 p_2 - \omega^2)/(p_1 + p_2); \quad r_2 = 1/(p_1 + p_2); \\
a &= \sqrt{k_+^2 - \omega^2}; \quad b = \sqrt{k_*^2 - \omega^2}; \quad K = \text{ellipke}(1 - \alpha^2/\beta^2); \\
[S, C, D] &= \text{ellip}j(3K/4, 1 - \alpha^2/\beta^2); \quad p_1 = bD; \\
[S, C, D] &= \text{ellip}j(K/4, 1 - \alpha^2/\beta^2); \quad p_2 = bD; \\
r'_0 &= (p_1 p_2 - \omega^2)/(p_1 + p_2); \quad r'_2 = 1/(p_1 + p_2); \\
\end{align*}
\]

- **OO2:** the optimized Schwarz method using the one-sided second-order operators \( S_1 = S_2 = r_0 - r_2 \Delta_y \) without overlap [14] and with overlap (this paper), where \( r_0 = \frac{-\omega^2 - 2\pi p_1 p_2}{(p_1 + p_2)(1 - \gamma)}, \quad r_2 = \frac{1}{(p_1 + p_2)(1 - \gamma)} \) and \( p_1, p_2 \) are from the two-sided...
Table 3.1
Maxima of the convergence factors for the propagating modes \(|k| \in [\pi, \omega - \pi]\) and the evanescent modes \(|k| \in [\omega + \pi, \pi/h]\), with \(\omega h = \pi/30\), overlap size \(L = 2h\).

| \(\omega\) | \(|k| \in [\pi, \omega - \pi]\) | \(|k| \in [\omega + \pi, \pi/h]\) |
|---|---|---|
| \(20\pi\) | 1.000000, 0.075449, 0.290048, 0.076742, 0.001603 | 0.874496, 0.286252, 0.083000, 0.080959 |
| \(200\pi\) | 1.000000, 0.448578, 0.387287, 0.129444, 0.018937 | 0.958927, 0.386869, 0.128233, 0.156277 |
| \(2000\pi\) | 1.000000, 0.776438, 0.488563, 0.200557, 0.067667 | 0.986840, 0.488527, 0.197864, 0.256676 |
| \(20000\pi\) | 1.000000, 0.923114, 0.583468, 0.290742, 0.147525 | 0.995819, 0.583466, 0.289484, 0.345952 |

zeroth-order formulas corresponding to the scaling \(h = C_h/\omega\) (Theorem 4.2 in [14] and Theorem 3.4 in this paper).

Note that when computing the Zolotarev parameters of \(S_2\), the method of [28] does not take into account the overlap, because the goal function to be minimized in [28] does not contain the exponential factor as in (2.3). So we decided to modify the value of \(k_*\) or the real upper bound of the square-root value \(\sqrt{k_*^2 - \omega^2}\) to be put into the method of [28]. The idea behind is that the overlap can take care of the higher spatial frequencies \(\{k : |k| > k_*\}\) due to the exponential decay. We perform the modification simply by hand until the min-max problem for our actual convergence factor (2.3) over the actual frequencies \(\{k : k_+ \leq |k| \leq k_{\text{max}}\}\) \((k_{\text{max}} > k_*)\) is best solved by the Zolotarev parameters.

The convergence factors are plotted in Figure 3.1. We can see that the OO2 methods have balanced convergence factors for the propagating and the evanescent modes. In particular, the asymptotics of the overlapping OO2 has not set in for the lower mesh density (first column) but has for the higher mesh density (second column). We can also see that Zolotarev’s parameters solve the best approximation problem perfectly for the propagating modes: the behavior for the evanescent modes is almost as good, but a closed formula is yet to be found in this case with overlap. For higher-order conditions without overlap, Zolotarev’s parameters can be balanced for all the modes, see [28]. Note that we are comparing the one-sided second-order conditions OO2 with the two-sided second-order condition of Zolotarev’s parameters. Nonetheless, in the second column of Figure 3.1 we find the min-max problem is better solved by OO2 with overlap. It would thus be very interesting to optimize the two-sided second-order transmission conditions with a total of four complex parameters. This task, however, would require tremendous further efforts.

The maximal convergence factors are listed in Table 3.1 from which we see again that the OO2 methods equilibrate well for the propagating and evanescent modes and the overlapping OO2 does the best job for minimizing the maxima overall.

4. Numerical experiments. For the implementation, we use the volume formulation called Optimized Restrict Additive Schwarz (ORAS) described in [4]. Let \(\tilde{A}_j\) be the matrix of the \(j\)-th subproblem equipped with transmission conditions and
Fig. 3.1. Convergence factors (vertical axis) against the Fourier parameter $|\mathbf{k}|$ (horizontal axis, rescaled from $|\mathbf{k}| = \omega$ towards the two ends, to show the details near $|\mathbf{k}| = \omega$). The vertical lines indicate the values $\omega$, $\omega - \pi$ and $\omega + \pi$ which are used as excluding interval for the OO2 methods. Top row: $\omega = 200\pi$, $h = 1/10000$, $1/30000$. Bottom row: $\omega = 2000\pi$, $h = 1/10000$, $1/35000$.

A be the matrix of the original problem. We assume $\{\Omega_j\}$ is obtained by extending a non-overlapping partition $\{\tilde{\Omega}_j\}$. Let $R_j$ be the restriction from $\Omega$ to $\Omega_j$ and $\tilde{R}_j$ be the restriction from $\Omega$ to $\tilde{\Omega}_j$. Then, the ORAS preconditioner is $\sum_j \tilde{R}_j^T \tilde{A}_j^{-1} R_j$. For high-order transmission conditions, we use $\tilde{A}_j^{-1} = \tilde{R}_j \bar{A}_j^{-1} \tilde{R}_j^T$ with $\bar{A}_j$ obtained by augmenting $\Omega_j$ with auxiliary degrees of freedom introduced by the high-order transmission conditions and $R_j$ is the restriction from the augmented subdomain to $\Omega_j$. Alternatively, one can also use the substructured form, see e.g. [30]. The volume form takes less effort for the implementation from our experience and allows inexact subdomain solves, whereas the substructured form iterates with smaller vectors. Yet another form in between is using the volume form as right preconditioning and (when exact subdomain solves are performed) reducing the iterates to their non-zero components (by noting that the iterates are residuals which have compact support near the interfaces), see e.g. [31], [24].

4.1. Two subdomain problems. We solve the homogeneous equation with the zero solution and use a random initial guess to have all frequency components present in the error. We use the domain decomposition $\Omega_1 = (0, \frac{1}{2} + h) \times (0, 1)$, $\Omega_2 = (\frac{1}{2} - h, 1) \times (0, 1)$ so that the overlap size $L = 2h$ where $h$ is the mesh size. We iterate until the relative residual of the original system is less than $10^{-8}$. We compare the transmission conditions presented in section 3.3 except that the non-overlapping OO2 is replaced (because the overlapping OO2 is better) with the first-order Taylor
Table 4.1

Iteration numbers for the open cavity problem, \( \omega = 9.5\pi \) (and \( \omega = 10\pi \) in parentheses).

<table>
<thead>
<tr>
<th>(1/h)</th>
<th>Stationary</th>
<th></th>
<th>GMRES</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TO0</td>
<td>TO2</td>
<td>OO2</td>
<td>Zol</td>
</tr>
<tr>
<td>50</td>
<td>34 (67)</td>
<td>35 (70)</td>
<td>14(19)</td>
<td>18(17)</td>
</tr>
<tr>
<td>100</td>
<td>74(227)</td>
<td>84(222)</td>
<td>17(31)</td>
<td>26(43)</td>
</tr>
<tr>
<td>200</td>
<td>166(469)</td>
<td>172(371)</td>
<td>20(44)</td>
<td>37(69)</td>
</tr>
<tr>
<td>400</td>
<td>343(681)</td>
<td>345(455)</td>
<td>20(51)</td>
<td>42(83)</td>
</tr>
<tr>
<td>800</td>
<td>662(864)</td>
<td>717(504)</td>
<td>21(55)</td>
<td>50(97)</td>
</tr>
</tbody>
</table>

Figure 4.1. Asymptotic behavior of the Schwarz methods for the open cavity, \( \omega = 9.5\pi \).

We first consider an open cavity problem with homogeneous Dirichlet boundary conditions on the top and bottom of the unit square and second-order absorbing conditions \([32]\) on the left and right sides. We fix \( \omega = 9.5\pi \) (\( \omega = 10\pi \), resp.) which is away from (on, resp.) the eigenvalues of \( -\partial_y^2 \) on the unit interval with homogeneous Dirichlet conditions. The iteration numbers are listed in Table 4.1. We can see that the minimum distance from \( \omega \) to the frequencies at the discrete level in the \( y \)-direction plays an important role in all the stationary iterations, while in the GMRES iterations this effect is negligible. Figure 4.1 shows the asymptotic behavior of different Schwarz methods as \( h \to 0 \), which confirms our Fourier analysis results of Theorem 3.3.

Now we fix \( h\omega \) or \( h\omega^{3/2} \) constant to see how the Schwarz methods behave for higher and higher wavenumbers, which corresponds to Theorem 3.4. The iteration numbers for GMRES are listed in Table 4.2. We also show in the same Table 4.2 the results for the truncated free space problem with the second-order absorbing conditions at the four sides of the unit square. We can see that the optimized methods...
Table 4.2
GMRES iteration numbers for $\omega = \pi / 5$ ($\omega^3/2 \approx 3.52$ in parentheses).

<table>
<thead>
<tr>
<th>$1/h$</th>
<th>open cavity</th>
<th>truncated free space</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cl. TO0 TO2 OO2 Zol</td>
<td>Cl. TO0 TO2 OO2 Zol</td>
</tr>
<tr>
<td>100</td>
<td>38(34) 20(22) 19(20) 15(13) 13(12)</td>
<td>35(30) 20(21) 18(18) 15(14) 12(13)</td>
</tr>
<tr>
<td>200</td>
<td>48(43) 25(27) 22(27) 17(18) 14(15)</td>
<td>43(34) 25(27) 21(24) 16(14) 13(13)</td>
</tr>
<tr>
<td>400</td>
<td>69(49) 38(33) 32(32) 18(17) 18(14)</td>
<td>53(41) 28(35) 25(30) 17(15) 14(14)</td>
</tr>
<tr>
<td>800</td>
<td>76(70) 42(46) 35(41) 22(15) 18(16)</td>
<td>65(47) 32(43) 30(37) 17(15) 15(14)</td>
</tr>
</tbody>
</table>

Table 4.3
GMRES iteration numbers, $h = 1/256$, $\omega = 51.2\pi$, overlap 2h.

<table>
<thead>
<tr>
<th>Sub.</th>
<th>open cavity</th>
<th>truncated free space</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cl. TO0 TO2 OO2 Zol</td>
<td>Cl. TO0 TO2 OO2 Zol</td>
</tr>
<tr>
<td>2 x 1</td>
<td>52 28 24 18 (16, 15) 16 (23)</td>
<td>48 25 22 16 15</td>
</tr>
<tr>
<td>4 x 1</td>
<td>396 68 46 68 (40, 40) 53 (39) 163 29 24 45 40</td>
<td></td>
</tr>
<tr>
<td>8 x 1</td>
<td>- 160 102 162 (87, 87) 127 (84)</td>
<td>- 44 32 108 86</td>
</tr>
<tr>
<td>16 x 1</td>
<td>- 338 212 335(173,174) 257(170)</td>
<td>- 88 65 225 167</td>
</tr>
<tr>
<td>2 x 2</td>
<td>118 66 63 61 (58, 58) 58 (60)</td>
<td>49 27 25 20 19</td>
</tr>
<tr>
<td>4 x 4</td>
<td>2192 184 172 183(167,166) 175(166)</td>
<td>372 38 33 49 41</td>
</tr>
<tr>
<td>8 x 8</td>
<td>- 408 364 379(349,349) 369(360)</td>
<td>- 69 60 107 80</td>
</tr>
<tr>
<td>16 x 16</td>
<td>- 809 732 767(708,706) 759(719)</td>
<td>- 122 112 199 128</td>
</tr>
</tbody>
</table>

OO2 and Zolotarev’s parameters converge substantially faster than the others. Note that Zolotarev’s parameters are used here as a two-sided second-order transmission condition with overlap and no closed-form formula is available to take the overlap into account. Note also that OO2 here is a one-sided second-order transmission condition whose asymptotic formulas have been obtained in section 3.

4.2. More than two subdomains. In contrast to the Laplacian case, the local two subdomain analysis does not simply generalize when wave propagation phenomena are present. We thus investigate now numerically the case of more than two subdomains. We monitor the relative residual of the preconditioned system and iterate until it is less than $10^{-8}$. The final GMRES iteration numbers are shown in Table 4.3 where we use a bar to represent iteration numbers larger than 3000. We first observe that the classical Schwarz method, which uses Dirichlet transmission conditions, very quickly fails, it is not suitable for Helmholtz type problems. We also see, neglecting the numbers in the parentheses for the moment, that the other methods deteriorate and interestingly the overlapping TO2 method becomes the fastest method for more than two subdomains. In particular, the overlapping optimized methods based on two subdomain analysis including the one using Zolotarev’s parameters are not superior any more.

To address this problem, we first note that with increasing number of subdomains the GMRES iteration numbers always increase so it might be worthy to exclude more frequencies from the optimization and let GMRES take care of them. To this end, we choose $\delta_\omega = N \pi$ ($N$ is the number of subdomains in normal direction of the interface concerned) in the min-max problem (3.1) for OO2 (this approach does not improve the performance for Zolotarev’s parameters). Second, we note that the propagating modes are the main reason of the non-scalability w. r. t. the number of subdomains.
because the propagating modes can go much further than the evanescent modes. But convergence of the propagating modes is slowed down by large real parts of the transmission parameters. So we can simply diminish the real parts of the OO2 parameters by the factor $1/N$. We let all of Zolotarev’s parameters aim only at the propagating modes. For the open cavity problem, we made these changes and the resulting iteration numbers are listed in the parentheses (first column for OO2) in Table 4.3. We then formulated the optimization problems analytically for the many-subdomain model in $\mathbb{R}^2$, like we did it in section 2 for two subdomains. We can solve this optimization problem however only numerically, and we list the iteration numbers as the second column in the parentheses for OO2 in Table 4.3. This works as well as the previous strategy.

For the free space problem, the above adjustments, however, can not make the optimized methods better than TO2 except on less than eight subdomains. So we did more experiments on TO2 and found its remarkable scalability property w.r.t. wavenumber and mesh size in solving the free space problem, see Table 4.4, which we could not expect from Table 4.2. Let us observe how the numbers vary inside each column of Table 4.4 and then how the columns differ from each other. It seems that for a fixed number of subdomains there is a range of $\omega$ and $h$ for which the iteration numbers are stable. Intuitively, we think in this regime the global effect of wave propagation determines the convergence speed, which makes the number of subdomains and their adjacent relations more influential than $\omega$ and $h$. When $\omega$ and/or $1/h$ become large enough, however, the local effect of the two-subdomain interaction, which we have analyzed in section 2, starts to be significant on many subdomains. This may explain the eventually increasing iteration numbers for the partitions $8 \times 1$ and $4 \times 4$. When $\omega$ is sufficiently small, propagating waves do not exist inside subdomains any more and the solver performance is better on the same partition. This explains for example the increase in the iteration numbers in the $32 \times 32$ subdomains case when going from $\frac{\omega}{2\pi} = 12.8$ to $\frac{\omega}{2\pi} = 25.6$, whereas at all the other wavenumbers the iteration numbers are stable.

Note that for the truncated free space problem, due to the absorbing boundary conditions on the bounds of $y$, the frequencies in $y$ are actually complex-valued, which we have not taken into account in our analysis. With two-way partitions, we also have non-Dirichlet, non-Neumann boundary conditions on the top and/or bottom of a subdomain, which affects the frequencies in $y$. Our analysis can also not capture the specific convergence properties of the Krylov method we use, so we next study numerically the best performing parameters and associated spectra of the preconditioned operator.

### 4.3. Brute force search of best performing parameters.

We can find the practically best parameters by running directly the algorithm with a range of param-

<table>
<thead>
<tr>
<th>$\omega$</th>
<th>$\frac{1}{\pi}$</th>
<th>subdomains</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.8</td>
<td>128(256)</td>
<td>$2 \times 1$, $4 \times 1$, $8 \times 1$, $16 \times 1$, $4 \times 4$, $8 \times 8$, $16 \times 16$, $32 \times 32$</td>
</tr>
<tr>
<td>25.6</td>
<td>256(512)</td>
<td></td>
</tr>
<tr>
<td>51.2</td>
<td>512(1024)</td>
<td></td>
</tr>
<tr>
<td>102.4</td>
<td>1024(2048)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4

GMRES iteration numbers of the overlapping TO2 method for the truncated free space problem
Best performing parameters found for the open cavity problem: left (right) panel for one-sided (two-sided) zeroth-order conditions with complex (imaginary) parameters, \( \omega h = \pi/5 \)

<table>
<thead>
<tr>
<th>( \frac{\omega}{2\pi} )</th>
<th>( 2 \times 1 )</th>
<th>( 4 \times 1 )</th>
<th>( 8 \times 1 )</th>
<th>( 2 \times 1 )</th>
<th>( 4 \times 1 )</th>
<th>( 8 \times 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4+4r</td>
<td>2+4r</td>
<td>4+4r</td>
<td>20r, 90r, 35r, 65r, 10r, 45r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10+84r</td>
<td>6+84r</td>
<td>2+94r</td>
<td>85r, 339r, 151r, 95r, 10r, 60r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>23+123r</td>
<td>0+160r</td>
<td>4+182r</td>
<td>351r, 153r, 85r, 185r, 10r, 120r</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>32+230r</td>
<td>2+278r</td>
<td>-6+345r</td>
<td>200r, 620r, 85r, 305r, 36r, 230r</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5
GMRES iteration numbers using \( N \times 1 \) subdomains for the open cavity problem with \( \omega h = \pi/5 \); each method has three columns corresponding to \( N = 2, 4, 8 \)

<table>
<thead>
<tr>
<th>( \frac{\omega}{2\pi} )</th>
<th>TO0</th>
<th>OO0</th>
<th>BO0</th>
<th>TO2</th>
<th>OO2</th>
<th>Zol</th>
<th>BO2</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>15</td>
<td>39</td>
<td>86</td>
<td>18</td>
<td>43</td>
<td>82</td>
<td>13</td>
</tr>
<tr>
<td>20</td>
<td>19</td>
<td>57</td>
<td>134</td>
<td>20</td>
<td>66</td>
<td>134</td>
<td>16</td>
</tr>
<tr>
<td>40</td>
<td>29</td>
<td>77</td>
<td>168</td>
<td>26</td>
<td>95</td>
<td>199</td>
<td>23</td>
</tr>
<tr>
<td>80</td>
<td>32</td>
<td>112</td>
<td>311</td>
<td>27</td>
<td>139</td>
<td>374</td>
<td>23</td>
</tr>
</tbody>
</table>

4.4. Numerical example: Marmousi open cavity. We use the velocity model of Marmousi from geophysics [33] which spans a 2-D rectangle of side length 9200, 3000, see Figure 4.4. The Helmholtz equation to be solved in this subsection is

\[
\left( \frac{\omega^2}{c^2} + \Delta \right) u = -f.
\]

The spatially varying wavespeed \( c \) has an average 2500 so that at \( \omega = 64\pi \) the average wavelength is \( \frac{2\pi c}{\omega} = 78.125 \) and the horizontal dimension of the domain contains approximately 120 wavelength. For the open cavity problem, we impose Dirichlet conditions on the top and bottom and complex-coordinate perfectly matched layers (PML, c.f. [34]) on the left and right. The thickness of the PML is \( D = 8h \). After a variable transformation, in the PML the Helmholtz equation is modified by replacing \( \partial_x \) with \( \alpha(x) \partial_x \), where \( \alpha(x) = 1/(1 - \frac{\text{Im}(x)^2 c_s^2}{D^2 \omega}) \), \( c_s = 2500 \) and \( d \) is the distance to the
left or right side of the physical domain. We decompose the horizontal dimension into $N$ intervals with overlap twice the mesh size ($L = 2h$). We perform GMRES iterations until the residual of the original system is reduced by a factor of TOL. We set the OO2 parameters with the real part zero and $\delta_\omega = 4\pi/3000$ and let the two-sided Zolotarev’s parameters focus on the propagating modes only with $\delta_\omega = 2\pi/3000$. Here, we perform the subdomain solves in double sweeps (left to right and back) and one double-sweep constitutes the Schwarz preconditioner; c.f. [35]. For the spatially varying wavenumber $\omega_c$, we use the frozen coefficient approach, i.e. we generate the OO2 and second-order Zolotarev’s parameters locally in space using the local wavenumber. To compare, the PML transmission condition is also tested. Note that PML is a much higher-order transmission condition and gives something like a super optimized Schwarz method, whose implementation is not as simple as OO2. It also increases the subdomain thickness by 16 discrete layers. Interestingly, we found that this super optimized Schwarz method with PML transmission conditions converges much faster when a homogeneous _Dirichlet_ rather than a _Neumann_ condition is imposed on the left and right sides of the PML-augmented domain and subdomains, while the exact discrete solutions with the two conditions are only slightly different (relative difference of 1.84\% in the 2-norm and absolute difference 0.004 in the maximum norm for the
Fig. 4.3. Convergence factors (vertical axis) against the Fourier parameter $|k|$ (horizontal axis): the three columns correspond to original OO2, modified OO2 and BO2, the three rows correspond to 2, 4 and 8 subdomains, the vertical line indicates $\omega = 160\pi$.

problem shown in Figure 4.4. The following results are from the better Dirichlet case.

With a point source at the location $(6100, 2200)$, $h \approx 2.93$, $N = 160$ and $\text{TOL} = 10^{-6}$, we obtain the solutions shown in Figure 4.4. It takes 88 (98, 26, resp.) GMRES iterations using OO2 (Zolotarev, PML, resp.) transmission conditions and the maximum error to the exact discrete solution is $6.981 \times 10^{-9}$ ($1.037 \times 10^{-8}$, $2.262 \times 10^{-8}$, resp.). The errors and the residuals are restricted to the physical domain only excluding any PMLs. In principle, without round-off error we should see all the residuals concentrating near the internal interfaces. We observed however that some residuals in the PML for the original domain were generated by GMRES, but not by stationary iterations.

Now we do the $\omega$-scaling tests using zero initial guesses for random exact discrete solutions $u_h$. The source terms are generated by multiplying the system matrix with $u_h$. We use a very small tolerance $\text{TOL} = 10^{-12}$ to show ample iterations. We fix $\omega h = 187.5\pi$ and set the number of subdomains to $N = \frac{5\omega h}{\pi}$. In Figure 4.5 we plot the full iterative history of the residuals of the original system and maximum errors to the exact discrete solutions. We can see that all the three methods converge about linearly and the super optimized Schwarz method with PML transmission conditions converges about three times faster than the OO2 and Zolotarev methods.

Remark 6. We did also the above experiments for the Marmousi model with
all sides of the original domain padded with PML. We found in this case the second-order transmission conditions discussed in this paper can not compete with the PML transmission condition. Since a thorough study of the parameter optimization problem in this case is yet to be carried out, we will not report these partial results here.

5. Conclusion. We have studied analytically the best approximation problem for the optimization of zeroth- and second-order transmission (absorbing) conditions with overlap, which is based on a two-subdomain analysis. We found numerically that the optimized transmission conditions for the optimized Schwarz method work perfectly on two subdomains but deteriorate when the number of subdomains increases. We then proposed a simple modification of the parameters to better scale with the number of subdomains, which indeed works very well for the open cavity problem. We found that for the free space problem the Taylor second-order condition
Fig. 4.5. Iterative history of the residuals (left) and maximum errors (right) for the Marmousi open cavity. In each subplot, from left to right are the curves for \( \frac{\omega}{h} = 4, 8, 16, 32 \), respectively. The mesh size \( h \) is such that \( \omega h = 187.5\pi \). Number of subdomains \( N \) is \( 5 \frac{\omega}{2\pi} \). Initial guesses are zero and the exact discrete solutions are random.

is almost the best among all the one-sided second-order conditions. In our study, we also compared our optimized parameters with Zolotarev’s parameters (specialized for a two-sided second-order transmission condition). It turns out that our method is as good as using Zolotarev’s parameters and sometimes better. We hope that our techniques presented here can be used for analyzing and optimizing other transmission conditions with overlap, e.g. two-sided second-order transmission conditions with
four complex parameters, and also the super optimized Schwarz method with PML transmission conditions. We should also carry out a detailed analysis of the many-subdomain case to improve our understanding of the numerical observations. Finally, to get a truly parallel scalable solver, we will need to find a scalable coarse problem and/or a scalable subdomain solver. The codes used for this work have been made publicly available at https://bitbucket.org/MikeHuiZhang/oo2-with-overlap

Appendix A. Proof of Theorem 3.3.

We first introduce some notation and do some basic calculations. We denote by

(A.1) \[ g_{\text{low}}(x; p_1, p_2) := \frac{p_1^2 + (p_1 - x)^2}{p_1^2 + (p_1 + x)^2} \cdot \frac{p_2^2 + (p_2 - x)^2}{p_2^2 + (p_2 + x)^2} \]

(A.2) \[ = \left( 1 - \frac{4p_1 x}{p_1^2 + (p_1 + x)^2} \right) \cdot \left( 1 - \frac{4p_2 x}{p_2^2 + (p_2 + x)^2} \right) \]

(A.3) \[ g_{\text{high}}(y; p_1, p_2) := g_{\text{low}}(y; p_1, p_2) \cdot e^{-4yL}. \]

Then, the objective function of (3.1) can be written as

\[ |\rho(p_1, p_2, p_2, k)|^2 = \begin{cases} 
  g_{\text{low}}(x(|k|); p_1, p_2), & |k|^2 < \omega^2, \\
  g_{\text{high}}(y(|k|); p_1, p_2), & |k|^2 \geq \omega^2,
\end{cases} \]

where \( x(t) = \sqrt{\omega^2 - t^2} \in [x_-, x_{\text{min}}] \), \( y(t) = \sqrt{t^2 - \omega^2} \in [y_+, y_{\text{max}}] \), and \( x_- = x(k_-), x_{\text{min}} = x(k_{\text{min}}), y_+ = y(k_+), y_{\text{max}} = y(k_{\text{max}}) \). We thus reformulate (3.1) as

(A.4) \[ \arg\min_{(p_1, p_2) \in \mathbb{P}} \left( \max_{x \in [x_-, x_{\text{min}}]} g_{\text{low}}(x; p_1, p_2), \max_{y \in [y_+, y_{\text{max}}]} g_{\text{high}}(y; p_1, p_2) \right) \]

To compute the maxima of \( g_{\text{low}}(x) \) and \( g_{\text{high}}(y) \), we need the derivatives

\[ g'_{\text{low}}(x) = 4 \left( p_2 + p_1 \right) x^6 + \left( -2 p_1^3 - 2 p_2^3 \right) x^4 + \left( 4 p_1 p_2 + 4 p_1^2 p_2 \right) x^2 - 8 p_1^3 p_2^4 - 8 p_1^4 p_2^3 \]

\[ \left( x^2 + 2 xp_1 + 2 p_1^2 \right)^2 \left( x^2 + 2xp_2 + 2 p_2^2 \right)^2 \]

\[ g'_{\text{high}}(y) = -4e^{-4yL} \left\{ p_2 y^8 + \left( -p_2 - p_1 \right) y^6 + \left( 4 L p_2 + 4 L p_4 + 2 p_3 + 2 p_1 \right) y^4 \right. \]

\[ + \left( -4 p_1 p_2 + 4 p_1^2 p_2 \right) y^2 + 8 p_1^3 p_2^2 + 8 p_1^4 p_2^3 + 16 L p_1^4 p_2^3 \}

\[ \left. \right\} \cdot \left\{ y^2 + 2 yp_1 + 2 p_1^2 \right)^2 (y^2 + 2 yp_2 + 2 p_2^2)^2 \].

We denote by \( x_{\text{low}} \) a general positive root of \( g'_{\text{low}}(x) \) and \( y_{\text{high}} \) a general positive root of \( g'_{\text{high}}(y) \). Let \( z_{\text{low}} := x_{\text{low}} \) and \( z_{\text{high}} := y_{\text{high}} \). From the above calculations, we know that

(A.5) \[ (p_2 + p_1) z_{\text{low}}^3 + \left( -2 p_1^3 - 2 p_2^3 \right) z_{\text{low}}^2 + \left( 4 p_1 p_2 + 4 p_1^2 p_2 \right) z_{\text{low}} - 8 p_1^3 p_2^4 - 8 p_1^4 p_2^3 = 0, \]

(A.6) \[ L z_{\text{high}}^4 + \left( -p_2 - p_1 \right) z_{\text{high}}^3 + \left( 4 L p_2 + 4 L p_4 + 2 p_3 + 2 p_1 \right) z_{\text{high}}^2 \]

\[ + \left( -4 p_1 p_2 + 4 p_1^2 p_2 \right) z_{\text{high}} \left[ -8 p_1^3 p_2^4 + 8 p_1^4 p_2^3 + 16 L p_1^4 p_2^3 \right] = 0. \]
Lemma A.1. Let $L = C_L h$, $k_{\text{max}} \in [C/h, \infty]$, $C_L, C, k_{\text{min}}, k_-, k_+$ and $\omega$ be positive and independent of $h$, $k_{\text{min}} < k_- < \omega$, $k_{\text{max}} > k_+ > \omega$ and

$$P = \{(p_1, p_2) \mid \text{there exist } C_1, C_2 \in (0, \infty), 0 < a_1 < a_2 < 1, \text{ such that } p_1 = C_1 h^{-a_1} + o(h^{-a_1}) \text{ and } p_2 = C_2 h^{-a_2} + o(h^{-a_2}) \text{ when } h \to 0 \}.$$

Suppose $h$ is small, then any solution of (3.1) must be as given in Theorem 3.3.

Proof. We split the proof into the following steps.

1° Note that $x_-, x_{\text{min}}$ are fixed. From (A.5) and the definition of $P$, one can easily see that there is no $x_{\text{low}} \in [x_-, x_{\text{min}}]$ solving (A.5) when $h$ is sufficiently small.

2° From (A.6), $L = C_L h$ and the definition of $P$, we have for $z_{\text{high}}$

$$\begin{align*}
C_L h z_{\text{high}}^3 &+ \left( -C_2 h^{-a_2} + o(h^{-a_2}) \right) z_{\text{high}}^2 + \left( 2 C_1^2 h^{-3a_2} + o(h^{-3a_2}) \right) z_{\text{high}} + \left( -4 C_1 C_2^2 h^{-a_1-4a_2} + o(h^{-a_1-4a_2}) \right) z_{\text{high}} + 8 C_1 C_2^2 h^{-3a_1-4a_2} + o(h^{-3a_1-4a_2}) = 0.
\end{align*}$$

By the transform $z_{\text{high}} = C_z h^{-b}$, we find

$$\begin{align*}
C_L C_z^4 &+ \left( -C_2 h^{-a_2} - 3b + o(\ldots) \right) C_z^3 + \left( 2 C_1^2 h^{-3a_2 - 2b} + o(\ldots) \right) C_z^2 \\
&+ \left( -4 C_1 C_2^2 h^{-a_1 - 4a_2 - b} + o(\ldots) \right) C_z + 8 C_1 C_2^2 h^{-3a_1 - 4a_2} + o(\ldots) = 0,
\end{align*}$$

where here and afterwards we use ".." to represent the term immediately before. We then rescale (A.8) with $h^{b-1}$, namely

$$\begin{align*}
C_L C_z^4 &+ \left( -C_2 h^{-a_2 - 1 + b} + o(\ldots) \right) C_z^3 + \left( 2 C_1^2 h^{-3a_2 - 1 + 2b} + o(\ldots) \right) C_z^2 \\
&+ \left( -4 C_1 C_2^2 h^{-a_1 - 4a_2 - 1 + 3b} + o(\ldots) \right) C_z + 8 C_1 C_2^2 h^{-3a_1 - 4a_2} + o(\ldots) = 0.
\end{align*}$$

Now we take $b = a_2 + 1$ and find

$$\begin{align*}
F(C_z, h) := C_L C_z^4 &+ \left( -C_2 + o(1) \right) C_z^3 + \left( 2 C_1^2 h^{-a_2 + 1} + o(\ldots) \right) C_z^2 \\
&+ \left( -4 C_1 C_2^2 h^{-a_1 + 2 + o(\ldots)} \right) C_z + 8 C_1 C_2^2 h^{-3a_1 + 3} + o(\ldots) = 0.
\end{align*}$$

Letting $h \to 0$ in (A.9) we obtain the limit equation

$$C_L C_z^4 - C_z C_z^3 = 0,$$

which has the positive root $C_z = C_z^* := C_2 / C_L$. We can also verify that the derivative $D_1 F(C_z^*, 0)$ is non-degenerate. Hence the implicit function theorem applies and tells us when $h \to 0$ (A.9) has a root $C_z = C_z^* + o(1) = C_2 / C_L + o(1)$. In other words, (A.7) has a root

$$z_{\text{high}} = z_{\text{high}, 1} := (C_2 / C_L) h^{-a_2 - 1} + o(\ldots).$$

In the same way, dividing (A.8) by the other powers of $h$ appearing in (A.8), we can find that (A.7) has also the following roots:

$$\begin{align*}
z_{\text{high}} &= z_{\text{high}, 2} := 2 C_2^2 h^{-2a_2} + o(\ldots), \\
z_{\text{high}} &= z_{\text{high}, 3} := 2 C_1 C_2 h^{-a_1 - a_2} + o(\ldots), \\
z_{\text{high}} &= z_{\text{high}, 4} := 2 C_1^2 h^{-2a_1} + o(\ldots).
\end{align*}$$
We are interested in \( y_{\text{high}} = \sqrt{z_{\text{high}}} \). Note that all the roots \( y_{\text{high}} \) corresponding to the above \( z_{\text{high}} \) lie in the feasible region \([y_+, y_{\text{max}}]\).

3° Based on 1°, to find \( \max_{[x_-, x_{\text{min}}]} g_{\text{low}}(x) \) we need only to compare \( g_{\text{low}}(x_-) \) and \( g_{\text{low}}(x_{\text{min}}) \). By definition of \( P \), \( (A.1) \) and the fact that \( x_- \), \( x_{\text{min}} \) are fixed independent of \( h \), one can easily find

\[
\begin{align*}
g_{\text{low}}(x_-) &= 1 - (2x_-/C_1) h^{\alpha_1} + o(\cdot), \\
g_{\text{low}}(x_{\text{min}}) &= 1 - (2x_{\text{min}}/C_1) h^{\alpha_1} + o(\cdot).
\end{align*}
\]

Since \( x_- < x_{\text{min}} \), we obtain \( \max_{[x_-, x_{\text{min}}]} g_{\text{low}}(x) = g_{\text{low}}(x_-) \).

4° Based on 2°, to find \( \max_{[y_+, y_{\text{max}}]} g_{\text{high}}(y) \) we need only to compare the values of \( g_{\text{high}} \) at \( y_+, y_{\text{max}} = C/h + o(\cdot) \) and \( y_{\text{high}, i} := \sqrt{z_{\text{high}, i}}(i = 1, \ldots, 4) \). By definition of \( P \), \( (A.3) \) and the scalings of these points when \( h \to 0 \), we find

\[
\begin{align*}
g_{\text{high}}(y_+) &= 1 - (2y_+/C_1) h^{\alpha_1} + o(\cdot), \\
g_{\text{high}}(y_{\text{max}}) &= 1 - \exp(-4C_L C) + o(1), \\
g_{\text{high}}(y_{\text{high}, 1}) &= 1 - 8C_L C_2 h^{(1-a_2)/2} + o(\cdot), \\
g_{\text{high}}(y_{\text{high}, 2}) &= 1 - \frac{2\sqrt{2}}{2 + \sqrt{2}} + o(1), \\
g_{\text{high}}(y_{\text{high}, 3}) &= 1 - 4\sqrt{2}C_1/C_2 h^{(a_2-a_1)/2} + o(\cdot), \\
g_{\text{high}}(y_{\text{high}, 4}) &= 1 - \frac{2\sqrt{2}}{2 + \sqrt{2}} + o(1).
\end{align*}
\]

5° In view of \( (3.1) \) and \( (A.4) \), and using the results from 2° and 3°, we find

\[
\begin{align*}
\left| \max_{|k| \leq |k_{\text{min}}, k_-| \cup |k_+, k_{\text{max}}|} |\rho(p_1, p_2, p_3, k)| \right|^2 &
\leq 1 - \min \left\{ (2x_-/C_1) h^{\alpha_1}, (2y_+/C_1) h^{\alpha_1}, 8\sqrt{C_L C_2} h^{(1-a_2)/2}, 4\sqrt{2}C_1/C_2 h^{(a_2-a_1)/2} \right\} + o(\cdot).
\end{align*}
\]

To minimize, we can first optimize the exponents

\[
\arg\min_{0 < a_1 < a_2 < 1} \max\{a_1, 1 - a_2\}/2, (a_2 - a_1)/2,\]

and we get the optimal \( a_1 = a_1^* = 1/5 \) and \( a_2 = a_2^* = 3/5 \). Then we substitute the optimal \( a_1, a_2 \) into \( (A.12) \) and optimize the constants \( C_1, C_2 > 0 \) to obtain \( (3.2) \).

**Lemma A.2.** Let the conditions of Lemma [A.1] hold except that we modify the definition of \( P \) to the following cases, respectively, (i) \( 0 < a_1 < 1 < a_2 \), (ii) \( 0 < a_1 < 1 = a_2 \), (iii) \( 0 < a_1 = a_2 < 1 \), (iv) \( 1 \leq a_1 \leq a_2 \), (v) \( a_1 = 0, a_2 \geq 0 \), (vi) \( a_1 = 1, a_2 \geq 0 \), (vii) \( a_1 = 0+, a_2 \geq 0+ \), (viii) \( a_1 > 0, a_2 = \infty \), (ix) \( a_1 = \infty, a_2 = \infty \), where

- \( a_i = 0 \) - means \( p_i = o(1) \),
- \( a_i = 0+ \) - means \( p_i^{-1} = o(1) \) and \( p_i = o(h^{-a}) \) for all \( a > 0 \),
- \( a_i = \infty \) - means \( p_i^{-1} = o(h^{-a}) \) for all \( a > 0 \),
- \( a_i \geq 0 \) - allows \( a_i = 0, 0+, \infty \) or \( a_i > 0 \),
- \( a_i \geq 0+ \) - allows \( a_i = 0+, \infty \) or \( a_i > 0 \),

Then the solution of \( (3.1) \) can not be better than that of Lemma [A.1] i.e. the minimized value is larger than the minimized value of Lemma [A.1].
Proof. We treat the above cases (i)–(ix) as follows.

(i) Note that $1^\circ$ and $2^\circ$ of the proof of Lemma A.1 still hold. We find there are two and only two positive roots of $A.6$ (the other two roots have non-zero imaginary parts) given by

\[ z_{\text{high}} = z_{\text{high},1} := C_1/C_L h^{1-a_1} + o(\epsilon), \quad z_{\text{high}} = z_{\text{high},2} := 2C_1^2 h^{-2a_1} + o(\epsilon). \]

We have all the candidates for the maximum convergence factor: (A.10), (A.11), and

\[ g_{\text{high}}(y_{\text{high},1}) = 1 - 8\sqrt{C_L C_1} h^{(1-a_1)/2} + o(\epsilon). \]

The optimal choice of $a_1 = 1/3$ gives the minimized value $1 - |O(h^{1/3})|$ for \(3.1\), larger than that of Lemma A.1.

(ii), (iii) The equation $A.6$ has a positive root $z_{\text{high},1}$ of the same order as in the case (i) and $g_{\text{low}}(x_-)$, $g_{\text{high}}(y_{\text{high},1})$ are also of the same order as in the case (i). So it cannot be better.

(iv) Note that $g_{\text{low}}(x_-) = 1 - (2x_-/C_1) h^{a_1} + o(\epsilon)$ and $a_1 \geq 1$.

(v) If $a_2 = 0$, the order of $1 - g_{\text{high}}(h^{-1/2})$ in $h$ is $1/2$. If $a_2 = 0^+$, $g_{\text{high}}(h^{-1/2}) = 1 - o(h^{1/2-\epsilon})$ for arbitrary $\epsilon > 0$. If $0 < a_2 < 1$, the order of $1 - g_{\text{high}}(h^{-a_2/2})$ and $1 - g_{\text{low}}(h^{-a_2/2-1/2})$ in $h$ are $a_2/2$ and $(1-a_2)/2$, resp., so the order of $1 - \max g_{\text{high}}$ in $h$ is at least $1/4$. If $1 < a_2 \leq \infty$, the order of $g_{\text{high}}(h^{-1/2})$ in $h$ is $1/2$.

(vi), (vii) The corresponding claims in (v) stay true.

(viii) If $0 < a_1 < 1$, the order of $1 - g_{\text{low}}(x_-)$ and $1 - g_{\text{high}}(h^{-(1+a_1)/2})$ in $h$ is $a_1$ and $(1-a_1)/2$, resp., so the order of $1 - \max\{\max g_{\text{low}}, \max g_{\text{high}}\}$ in $h$ is at least $1/4$.

The case $a_1 \geq 1$ is the same as (iv).

(ix) Note that $1 - g_{\text{low}}(x_-) = o(h^{a_1})$ for all $a > 0$.

Lemma A.3. Let the conditions of Lemma A.1 hold except that we modify the definition of $\mathbb{P}$ in one of the following ways:

(a) we perturb one or both of $p_1, p_2$ from Lemma A.1 to $p_1 = h^{-a_1}/\Phi_1(h)$ or $p_i = h^{-a_i}/\Phi_i(h)$, with $(\Phi_i(h))^{-1} = o(1)$, $\Phi_i(h) = o(h^{-b}) \forall b > 0$,

(b) we first take one case from Lemma A.2 if only one of $a_1, a_2$ is a positive constant, we perturb the corresponding $p_i$ as in (a), else if both of $a_1, a_2$ are positive constants, we perturb one or both of $p_1, p_2$ as in (a).

Then the solution of (3.1) can not be better than that of Lemma A.1 i.e. the minimized value is larger than the minimized value of Lemma A.1.

Proof. (a) We consider only the case that $p_1$ is left unperturbed and $p_2 = h^{-a_2}/\Phi_2(h)$. The other cases can be analyzed in a similar way. Note that (A.11) still holds and

\[ g_{\text{high}}(\sqrt{C_L h^{-a_2} \Phi_2(h)}) = 1 - 8\sqrt{C_L h^{1-a_2} \Phi_2(h)} + o(\epsilon), \]

we conclude that the best choice to minimize the maximum of the above three values are $a_1 = 1/5$, $a_2 = 3/5$ but the resulting minimized value is $1 - o(h^{1/5})$.

(b) We can consider the values of the objective function at the same points as in the proof of Lemma A.2. Since the perturbation $\Phi_i(h)$ can not change the exponents of $h$, the non-optimality stay true. \(\Box\)

Now we can prove Theorem 3.3.
Proof. Let $p_1^*(h), p_2^*(h)$ be the solution of (3.1). We proceed as follows.

(i) If there exist finite constants $C_1, a_1 > 0$ such that $\lim_{n \to \infty} p_n^1 / h^{-a_1} = C_1$, there will be a subsequence $\lim_{n \to \infty} h_n = 0, \lim_{n \to \infty} p_n^1(h_n)/h_n^{-a_1} = C_1$. Now we consider the corresponding subsequence $p_n^2(h_n)$.

(i.i) If there exist finite constants $C_2, a_2 > 0$ such that $\lim_{n \to \infty} p_n^2(h_n)/h_n^{-a_2} = C_2$, we can extract a subsequence $h_n$ such that $\lim_{k \to \infty} p_n^2(h_n_k)/h_n_k^{-a_2} = C_2$. By Lemma A.1 and Lemma A.2, $C_1, a_1$ must be given as in (3.2).

(i.ii) If $\lim_{n \to \infty} p_n^2(h_n)/h_n^{-a_2} = 0$ for arbitrary $a_2 > 0$, we will have three possibilities: $\lim_{n \to \infty} p_n^2(h_n)/h_n^{-a_2} = 0$ for all $a_2 > 0$, or $\lim_{n \to \infty} p_n^2(h_n)/h_n^{-a_2} = \infty$ for all $a_2 > 0$, or there exists $a_2 \in (0, \infty)$ such that $\lim_{n \to \infty} p_n^2(h_n)/h_n^{-a_2} = \infty$ for all $b \in (a_2, \infty)$ and $\lim_{n \to \infty} p_n^2(h_n)/h_n^{-a_2} = \infty$ for all $b \in (0, a_2)$. The first two cases cannot happen because of Lemma A.2. The third case actually is in Lemma A.3. So the case of (i.ii) cannot happen.

(ii) If $\lim_{n \to \infty} p_n^1 / h^{-a_1} = 0$ or $\infty$ for arbitrary $a_1$, by extracting subsequences and invoking Lemma A.2 and Lemma A.3, we will get a contradiction as in (i.ii).

(iii) In summary of (i) and (ii), we always have $\lim_{h \to 0} p_n^1(h_n)/h_n^{-a_1} = C_1$ with $C_1, a_1$ as in Lemma A.1.

(iv) Similarly to (i)–(iii), we can prove $\lim_{h \to 0} p_n^2(h_n)/h_n^{-a_1} = C_1$ with $C_1, a_1$ as in Lemma A.1. Therefore, we have $\lim_{h \to 0} p_n^2(h_n)/h_n^{-a_1} = C_1$.

(v) Similarly to (i)–(iv) we have $\lim_{h \to 0} p_n^2(h_n)/h_n^{-a_2} = C_2$ with $a_2, C_2$ as in Lemma A.1. This completes the proof of Theorem 3.3. □

Appendix B. Proof of Theorem 3.4

Proof. We first consider the parameter space with the ansatz

$$
\mathbb{P} = \{(p_1, p_2) \mid \text{there exist } C_1, C_2 \in (0, \infty), 0 < a_1 < a_2 < \gamma, \text{ such that } p_1 = C_1 \omega^{a_1} + o(\omega^{a_1}) \text{ and } p_2 = C_2 \omega^{a_2} + o(\omega^{a_2}) \text{ when } \omega \to \infty\}
$$

With this ansatz, we find the three positive roots of $g_{low}(x)$ as

$$
x_{low} = x_{low,1} = \sqrt{2} C_2 \omega^{a_2} + o(\omega^{a_2}),
$$
$$
x_{low} = x_{low,2} = \sqrt{2} C_1 C_2 \omega^{a_1 + a_2} + o(\omega^{a_1 + a_2}),
$$
$$
x_{low} = x_{low,3} = \sqrt{2} C_1 \omega^{a_1} + o(\omega^{a_1}),
$$

and the four positive roots of $g_{high}(y)$ as

$$
y_{high} = y_{high,1} = \sqrt{\frac{C_2}{C_1 C_2}} \omega^{a_1 + a_2} + o(\omega^{a_1 + a_2}),
$$
$$
y_{high} = y_{high,2} = \sqrt{2} C_2 \omega^{a_2} + o(\omega^{a_2}),
$$
$$
y_{high} = y_{high,3} = \sqrt{2} C_1 C_2 \omega^{a_1 + a_2} + o(\omega^{a_1 + a_2}),
$$
$$
y_{high} = y_{high,4} = \sqrt{2} C_1 \omega^{a_1} + o(\omega^{a_1}).
$$

Furthermore, by (A.1), (A.3) and (A.2) we find

$$
g_{low}(x_{low,2}) = 1 - 4 \sqrt{\frac{2 C_1}{C_2}} \omega^{(a_1 + a_2)/2} + o(\omega^{(a_1 + a_2)/2}),
$$
$$
g_{high}(y_{high,1}) = 1 - 8 \sqrt{C_1 C_2} \omega^{(a_2 - \gamma)/2} + o(\omega^{(a_2 - \gamma)/2}),
$$
$$
g_{high}(y_{high,3}) = 1 - 4 \sqrt{\frac{2 C_1}{C_2}} \omega^{(a_1 + a_2)/2} + o(\omega^{(a_1 + a_2)/2}),
$$
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and the leading terms of $g_{low}(x_{low,1})$, $g_{low}(x_{low,3})$, $g_{high}(y_{high,2})$ and $g_{high}(y_{high,4})$ are positive constants strictly less than one. We also find the leading orders of $1 - g_{low}(x_{min})$, $1 - g_{low}(x_{-})$, $1 - g_{high}(y_{+})$ and $1 - g_{high}(y_{max})$ in $\omega$ to be max\{−|1 − a_1|, −|1 − a_2|\}, max\{−|1/2 − a_1|, −|1/2 − a_2|\}, max\{−|1/2 − a_1|, −|1/2 − a_2|\} and $\exp(-4C_LC_h)$. We next optimize $a_1, a_2$ such that the minimum of the feasible leading orders is maximized, where ‘feasible’ means the corresponding point lies in $[x_{-}, x_{min}]$ or $[y_{+}, y_{max}]$. Note that $x_{low,2} \in [x_{-}, x_{min}]$ implies $a_1 + a_2 \in [1, 2]$, $y_{high,3} \in [y_{+}, y_{max}]$ implies $a_1 + a_2 \geq 1$, and $y_{high,1} \in [y_{+}, y_{max}]$ always holds. We split $0 \leq a_1 \leq a_2 \leq \gamma$ into the following seven cases.

(i) $0 \leq a_1 \leq a_2 \leq \frac{1}{2}$. We find the solution, i.e. the maximized minimum of all the feasible leading orders, to be

$$\max_{0 \leq a_1 \leq a_2 \leq \frac{1}{2}} \min \left\{ \frac{a_2 - \gamma}{2}, a_2 - 1 \right\} = \min \left\{ \frac{1}{4} - \frac{\gamma}{2}, \frac{1}{2} \right\} = \begin{cases} \frac{1}{4} - \frac{\gamma}{2} & \text{if } 1 \leq \gamma \leq \frac{3}{2}, \\ \frac{1}{4} & \text{otherwise.} \end{cases}$$

(ii) $0 \leq a_1 \leq \frac{1}{2} \leq a_2, a_1 + a_2 \leq 1$. We have the solution

$$\max_{0 \leq a_1 \leq \frac{1}{2}, \frac{1}{2} \leq a_2 \leq a_1 + a_2 \leq 1} \min \left\{ a_2 - 1, \frac{1}{2} - a_2, \frac{a_2 - \gamma}{2} \right\} = \begin{cases} \frac{1}{4} & \text{if } 1 \leq \gamma \leq \frac{5}{4}, \\ \frac{1}{6} - \frac{\gamma}{3} & \text{if } \frac{5}{4} \leq \gamma \leq 2, \\ \frac{1}{2} & \text{otherwise.} \end{cases}$$

(iii) $0 \leq a_1 \leq \frac{1}{2} \leq a_2 \leq 1, a_1 + a_2 \geq 1$. We have the solution (note that $(a_1 - a_2)/2 = a_1 - 1/2$ when $a_1 + a_2 = 1$ so $(a_1 - a_2)/2$ is always feasible)

$$\max_{0 \leq a_1 \leq \frac{1}{2}, \frac{1}{2} \leq a_2 \leq a_1 + a_2 \geq 1} \min \left\{ a_2 - 1, a_1 - \frac{1}{2}, \frac{a_2 - \gamma}{2}, \frac{a_1 - a_2}{2} \right\} = \begin{cases} \frac{1}{4} & \text{if } 1 \leq \gamma \leq \frac{5}{4}, \\ \frac{1}{6} - \frac{\gamma}{3} & \text{if } \frac{5}{4} \leq \gamma \leq 2, \\ \frac{1}{2} & \text{otherwise.} \end{cases}$$

(iv) $0 \leq a_1 \leq \frac{1}{2}, 1 \leq a_2 \leq \gamma$. We have the solution

$$\max_{0 \leq a_1 \leq \frac{1}{2}, \frac{1}{2} \leq a_2 \leq \gamma} \min \left\{ -\min_i |a_i - 1|, a_1 - \frac{1}{2}, \frac{a_2 - \gamma}{2}, \frac{a_1 - a_2}{2} \right\} = \begin{cases} \frac{1}{4} & \text{if } 1 \leq \gamma \leq \frac{3}{2}, \\ \frac{1}{8} & \text{otherwise.} \end{cases}$$

(v) $\frac{1}{2} \leq a_1 \leq a_2 \leq 1$. We have the solution

$$\max_{\frac{1}{2} \leq a_1 \leq a_2 \leq 1} \min \left\{ a_2 - 1, \frac{1}{2} - a_1, \frac{a_2 - \gamma}{2}, \frac{a_1 - a_2}{2} \right\} = \begin{cases} \frac{1}{8} - \frac{\gamma}{3} & \text{if } 1 \leq \gamma \leq \frac{5}{8}, \\ \frac{1}{16} & \text{if } \frac{5}{8} \leq \gamma \leq \frac{4}{3}, \\ \frac{1}{4} & \text{otherwise.} \end{cases}$$

(vi) $\frac{1}{2} \leq a_1 \leq 1 \leq a_2 \leq \gamma$. We have the solution

$$\max_{\frac{1}{2} \leq a_1 \leq 1 \leq a_2 \leq \gamma} \min \left\{ -\min_i |a_i - 1|, \frac{1}{2} - a_1, \frac{a_2 - \gamma}{2}, \frac{a_1 - a_2}{2} \right\} = \begin{cases} \frac{1}{10} - \frac{\gamma}{3} & \text{if } 1 \leq \gamma \leq \frac{4}{3}, \\ \frac{1}{8} & \text{otherwise.} \end{cases}$$

(vii) $1 \leq a_1 \leq a_2 \leq \gamma$. We have the solution

$$\max_{1 \leq a_1 \leq a_2 \leq \gamma} \min \left\{ 1 - a_1, \frac{1}{2} - a_1, \frac{a_2 - \gamma}{2}, \frac{a_1 - a_2}{2} \right\} = \begin{cases} \frac{1}{2} & \text{if } 1 \leq \gamma < 3, \\ \frac{1}{10} - \frac{\gamma}{3} & \text{otherwise.} \end{cases}$$
In summary from the seven cases above, the optimal solutions of \( a_1, a_2 \) are

\[
a_1 = \begin{cases} 
\frac{5}{8} & \text{if } 1 \leq \gamma \leq \frac{9}{8}, \\
\frac{2}{5} + \frac{\gamma}{5} & \text{otherwise},
\end{cases}
\]

\[
a_2 = \begin{cases} 
\frac{7}{8} & \text{if } 1 \leq \gamma \leq \frac{9}{8}, \\
\frac{1}{5} + \frac{3\gamma}{5} & \text{otherwise},
\end{cases}
\]

and they maximize the minimum of all the feasible leading orders as

\[
\begin{cases} 
\frac{1}{16} & \text{if } 1 \leq \gamma \leq \frac{9}{8}, \\
\frac{1}{10} - \frac{\gamma}{5} & \text{otherwise}.
\end{cases}
\]

The rest of the proof is essentially following the same lines as the proof of Theorem 3.3, so we omit the details for brevity.
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