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1 Introduction

We study in this paper block Jacobi iterations for matrix problems obtained by dis-
continuous Galerkin (DG) discretizations. To fix ideas, we consider the model prob-
lem

−∆u = f , in Ω ⊂ R2,
u = 0, on ∂Ω .

(1)

Any discretization of (1) leads to a linear system of equations of the form

Ay = f, (2)

where y is the vector of degrees of freedom representing approximations of u and
possibly ∇u. A block Jacobi iteration with two non-overlapping subblocks is given
by

My(n+1) = Ny(n)+ f, M =

[
A1 O
O A2

]
, N =−

[
O A12

A21 O

]
. (3)

For classical discretizations of elliptic partial differential equations, like conforming
finite elements or finite differences, block Jacobi methods are equivalent to classical
Schwarz methods with minimal overlap, see for example [4]. This is different when
the linear system (1) is obtained using DG methods.

Our paper is organized as follows: in section 2 we describe several DG methods
for linear elliptic problems. We follow our discussion by introducing some “hy-
bridizable” DG methods. In section 3 we show that block Jacobi iterations for the
DG methods are corresponding to non-overlapping Schwarz methods with particu-
lar transmission conditions involving the penalty parameter of the DG method used.
We then show numerical experiments in section 4, and present our conclusions in
section 5.

2 Discontinuous Galerkin methods

We introduce the so-called flux formulations, which define a class of discontinu-
ous Galerkin methods for linear elliptic problems. We use the unified framework
presented in [1].
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Let Th = {K} be a shape-regular triangulation of a polyhedral domain Ω ⊂ R2.
Let h=maxK∈Th hK . We denote by E 0 the set of interior edges shared by all K ∈Th,
the set of boundary edges E ∂ and all edges by E := E ∂ ∪E 0.

Following [1] we define the broken Sobolev space H l(Th) := ∏K∈Th
H l(K) and

the trace space T (E ) =∏K∈Th
L2(∂K) where H l(K) is the Sobolev space in K ∈Th.

We also define two trace operators: let q∈ T (E ) and ϕ ∈ [T (E )]2. On e= ∂K1∩∂K2
we then define average {{·}} and jump [[·]] operators by

{{q}} = 1
2 (q1 +q2), [[q]] = q1 n1 +q2 n2,

{{ϕ}} = 1
2 (ϕ1 +ϕ2), [[ϕ]] = ϕ1 ·n1 +ϕ2 ·n2,

(4)

where ni is the outward normal of Ki on e, qi := q|
∂Ki∩e and ϕi := ϕ|

∂Ki∩e. On the
boundary of Ω we set the average and jump operators to be {{ϕ}}= ϕ and [[q]] = qn
respectively. We do not need to define {{q}} and [[ϕ]] on e ∈ E ∂ ; see [1].

We denote two finite dimensional broken spaces on Th for the discrete ap-
proximation by Vh :=

{
v ∈ L2(Ω) s.t. v|K ∈ P(K),∀K ∈Th

}
where P(K) = Pk(K)

and Σh :=
{

τ ∈ [L2(Ω)]2 s.t. τ|K ∈ Σ(K),∀K ∈Th
}

where Σ(K) = [Pk(K)]2. Here
Pk(K) is the space of polynomials of degree ≤ k in the simplex K ∈Th.

For the sake of simplicity we denote the volume and surface integrals by (a,b)K =∫
K ab for K ∈Th and 〈a,b〉e =

∫
e ab for e ∈ E . Moreover ‖v‖2

0,Th
:= ∑K∈Th

(v,v)K .

2.1 Flux formulation

For the Laplacian model problem (1) in the DG context, one first rewrites the equa-
tion in mixed form,

σ = ∇u, −∇ ·σ = f (x), x ∈Ω . (5)

Then the flux formulation is the following: let K ∈ Th, v ∈ P(K) and τ ∈ Σ(K).
We multiply (5) by τ and v respectively. Integrating by parts over K, we substitute
boundary terms of u and σ by two approximation functions. Hence the discrete
weak form reads: find (uh,σh) ∈Vh×Σh for all K ∈Th such that

(σh,τ)K = −(uh,∇ · τ)K + 〈ûh,τ ·nK〉∂K ∀τ ∈ Σ(K),
(σh,∇v)K = ( f ,v)K + 〈v, σ̂h ·nK〉∂K ∀v ∈ P(K),

(6)

where nK is the outward normal of element K and

ûh : H2(Th)×
[
H1(Th)

]2→ T (E ), σ̂h : H2(Th)×
[
H1(Th)

]2→ [T (E )]2 ,

which are called numerical fluxes. They approximate the traces of uh and σh on ∂K.
By defining ûh and σ̂h we complete the definition of a DG method.

For instance we introduce the local discontinuous Galerkin method (LDG) with
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ûh = {{uh}}−β · [[uh]] on E 0, ûh = 0 on ∂Ω ,
σ̂h = {{σh}}+β [[σh]]−µ[[uh]] on E ,

(7)

where β ∈
[
L2(E )

]2 is a constant vector-valued function with β = 0 on ∂Ω and
µ ∝ h−1

e where he is the edge length. We will consider the case β = −nK1/2 on
e = ∂K1∩∂K2 where K1,K2 ∈Th and the assignment of nK1 is arbitrary. Therefore
the numerical fluxes are

ûh = (uh)K1
, σ̂h = (σh)K2

−µ[[uh]] on e. (8)

In case we have non-homogeneous Dirichlet data, e.g. u = gD on ∂Ω , the numerical
fluxes are

ûh = gD, σ̂h = σh −µ (uh−gD) on e ∈ E ∂ . (9)

We now introduce two more methods which are “hybridizable”. A hybrid method
is defined by eliminating interior unknowns within an element K ∈ Th in terms of
some unknowns defined on E 0, called λh (which here is ûh). We then obtain a system
for λh which is much smaller than the original system. We do not derive these type
of DG methods here but for a unified approach we refer the reader to [2].

Remark 1. A “hybridizable” DG method is designed to approximate the following
continuous problem using ûh as Dirichlet data on ∂K:

σ −∇u = 0 and −∇ ·σ = f in K, u = ûh(u,σ) on ∂K. (10)

More precisely, their numerical fluxes are such that σ̂h = (σh)K−µ [(uh)K− ûh] on
∂K which is the numerical flux one uses to impose Dirichlet boundary data on the
boundary of an element, see (9).

We introduce two hybridizable methods, namely LDG-H and IP-H, by defining
their numerical fluxes. The LDG-H uses

ûh =
µ1

µ1+µ2
uh,1 +

µ2
µ1+µ2

uh,2− 1
µ1+µ2

[[σh]],

σ̂h =
µ2

µ1+µ2
σh,1 +

µ1
µ1+µ2

σh,2− µ1µ2
µ1+µ2

[[uh]],
(11)

where µ ∈ T (E ). Similarly for IP-H we have

ûh =
µ1

µ1+µ2
uh,1 +

µ2
µ1+µ2

uh,2− 1
µ1+µ2

[[∇uh]],

σ̂h =
µ2

µ1+µ2
∇uh,1 +

µ1
µ1+µ2

∇uh,2− µ1µ2
µ1+µ2

[[uh]].
(12)

One can show that IP-H and LDG-H satisfy Remark 1 by noting that for K ∈Th

σ̂h = (σh)K−µ [(uh)K− ûh] on ∂K. (13)
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3 Domain decomposition for “hybridizable” DG methods

We decompose the domain Ω into two non-overlapping subdomains, {Ω1,Ω2},
such that the interface Γ I := Ω 1 ∩Ω 2 is a subset of E 0, i.e. the cut does not go
through any element of Th. Therefore we obtain Th,1,Th,2 from the original Th,
and similarly E 0

1 ,E
0
2 , for our subdomains; see for example Fig. 1 (right).

Let (uh,σh) be the approximate solution obtained from a DG method. Let
(uh,1,σh,1) be the restriction of (uh,σh) to Ω1 and similarly (uh,2,σh,2) to Ω2. Then
(uh,i,σh,i) for i = 1,2 and K ∈Th,i satisfy

(
σh,i,τ

)
K =−

(
uh,i,∇ · τ

)
K +

〈
ûh,i,τ ·nK

〉
∂K ∀τ ∈ Σ(K),(

σh,i,∇v
)

K = ( f ,v)K +
〈
v, σ̂h,i ·nK

〉
∂K ∀v ∈ P(K),

(14)

where

ûh,i :=
{

ûh(uh,i,σh,i,uh, j,σh, j) on Γ I and j 6= i,
ûh(uh,i,σh,i) on E 0

i ,
(15)

and similarly for σ̂h,i. Note that we do not need to define ûh,1 on E 0
2 since for

(uh,1,σh,1) we only have one term in (14) that needs the trace of (uh,2,σh,2) on
Γ I and not E 0

2 (similarly ûh,2 does not need to be defined on E 0
1 ).

If the trace of (uh,2,σh,2) is known on Γ I , one can solve for (uh,1,σh,1) in Ω1,
and vice versa. This suggests an iterative algorithm for solving (uh,i,σh,i) in parallel,
namely: find (u(n+1)

h,i ,σ
(n+1)
h,i ) for i = 1,2 such that it satisfies (14) with

ûh,i :=

{
ûh(u

(n+1)
h,i ,σ

(n+1)
h,i ,u(n)h, j ,σ

(n)
h, j) on Γ I and j 6= i,

ûh(u
(n+1)
h,i ,σ

(n+1)
h,i ) on E 0

i ,
(16)

starting with an initial guess (u(0)h,i ,σ
(0)
h,i ), i = 1,2. Note that ûh,1 is is not equal any

more to ûh,2 on Γ I except at convergence, and then we have (u?h,i,σ
?
h,i) = (uh,i,σh,i),

i.e. the domain decomposition approximation at convergence is equal to the mono
domain approximate solution.

Denoting the degrees of freedom associated with (u(n+1)
h,i ,σ

(n+1)
h,i ) by y(n+1)

i =

(ui
(n+1),σ i

(n+1))T after choosing a basis for P(K) and Σ(K), we can write the equiv-
alent linear systems for our iterative method as

A1y(n+1)
1 =−A12y(n)2 + f1, A2y(n+1)

2 =−A21y(n)1 + f2, (17)

where A12 is obtained from
〈
ûh,1,τ ·nK

〉
e ,
〈
σ̂h,1 ·nK ,v

〉
e for e ⊂ Γ I and A1 is the

stiffness matrix obtained from (14) in Ω1, and similarly for Ω2. Setting y(n+1) :=
(y(n+1)

1 ,y(n+1)
2 )T and f := (f1, f2)

T , we obtain precisely a block Jacobi iteration of
the form (3).

For the classical finite element method with P1 approximation a block Jacobi it-
eration corresponds to a Schwarz method with minimal overlap and Dirichlet trans-
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mission conditions [4]. We show now that for hybridizable DG methods the block
Jacobi iteration corresponds to a general Schwarz method of the form

−∆u(n+1)
1 = f in Ω1, −∆u(n+1)

2 = f in Ω2,

B1u(n+1)
1 = B1u(n)2 on Γ I , B2u(n+1)

2 = B2u(n)1 on Γ I ,
(18)

where B1 and B2 are two linear operators determined by the particular choice of
DG discretization. The following propositions show the transmission condition on
Γ I in (18), when M and N in (3) are obtained from LDG-H, IP-H and minimal
dissipation LDG methods.

Proposition 1. Let K1 ∈ Th,1, K2 ∈ Th,2 and e = K1 ∩K2 ⊂ Γ I . If M and N in (3)
are obtained from an LDG-H discretization, then the block Jacobi iteration (3) is
the discrete version of (18) with B1 = ∂n1 +µ2 and B2 = ∂n2 +µ1 on e.

Proof. We start with K1: since the numerical fluxes of the LDG-H satisfy the
condition in Remark 1, i.e. σ̂h,1 = σ

(n+1)
h,1 − µ1(u

(n+1)
h,1 − ûh,1)n1, one can con-

clude that we are imposing the following Dirichlet data at the continuous level:
u(n+1)

1 = ûh,1(u
(n+1)
1 ,σ

(n+1)
1 ,u(n)2 ,σ

(n)
2 ) on e. From the definition of the LDG-H nu-

merical flux (11) we obtain

u(n+1)
1 =

µ1

µ1 +µ2
u(n+1)

1 +
µ2

µ1 +µ2
u(n)2 −

1
µ1 +µ2

(σ
(n+1)
1 −σ

(n)
2 ) ·n1. (19)

Collecting terms with super index (n+1) and noting σ i ·n1 = ∂n1 ui on e, we obtain
B1 = ∂n1 +µ2. The same argument applies to K2. ut
Proposition 2. Let K1 ∈ Th,1, K2 ∈ Th,2 and e = K1 ∩K2 ⊂ Γ I . If M and N in (3)
is obtained from an IP-H discretization, then the block Jacobi iteration (3) is the
discrete version of (18) with B1 = ∂n1 +µ2 and B2 = ∂n2 +µ1 on e.

Proof. This result can be proved similarly to the proof of Proposition 1. ut
Proposition 3. Let K1 ∈ Th,1, K2 ∈ Th,2 and e = K1 ∩K2 ⊂ Γ I . Let M and N in
(3) be obtained from a minimal dissipation LDG and assume β :=−n1/2, then the
block Jacobi iteration (3) is the discrete version of (18) with B1 = ∂n1 + µ2 and
B2 = 1 on e.

Proof. We start with K2: note that with this definition of β we have ûh,2 = u(n)h,1 and

σ̂h,2 = σ
(n+1)
h,2 −µ2(u

(n+1)
h,2 −u(n)h,1)n2. Comparing with (9), one concludes that we are

imposing u(n+1)
1 = u(n)2 on e. Now for K1 using the definition of ûh,1 = u(n+1)

h,1 on e
in the first equation of (14) one obtains:(

σ
(n+1)
h,1 −∇u(n+1)

h,1 ,τ
)

K1
=
〈

ûh,1−u(n+1)
h,1 ,τ ·n1

〉
∂K1\e

∀τ ∈ Σ(K1).

Choosing τ = ∇v (since ∇V (K1)⊂ Σ(K1)), substituting into the second equation of
(14) yields
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∇u(n+1)

h,1 ,∇v
)

K1
=
〈
σ̂h,1 ·n1,v

〉
e +( f ,v)K1

+

[〈
ûh,1−u(n+1)

h,1 ,τ ·n1

〉
∂K1\e

+
〈
σ̂h,1 ·n1,v

〉
∂K1\e

]
.

Therefore one can conclude that the following Neumann boundary data is imposed
on the interface: σ

(n+1)
1 · n1 = σ̂h,1(u

(n+1)
1 ,σ

(n+1)
1 ,u(n)2 ,σ

(n)
2 ) · n1 on e. Using the

definition of σ̂h,1(.) = σ
(n)
2 − µ2(u

(n+1)
1 − u(n)2 )n1 and collecting terms with super

index (n+1) leads to B1 = ∂n1 +µ2. ut

The results here are also applicable when a positive reaction terms is present, e.g.
for (η−∆)u = f , η > 0, since the zeroth order term only adds a term like η (u,v)K
in the mixed formulation, and thus does not change numerical fluxes.

3.1 Comments on optimized Schwarz methods for DG
discretizations

One can estimate the convergence of the block Jacobi method by analyzing the
convergence behavior of the equivalent algorithm at the continuous level given
in (18). This has been done for a simple geometry in [5], where for the case
µ1 = µ2 =: µ on Γ I , it is shown that the “uniformly optimal” value for µ is

µ∗ =
(
(K2

min +η)(K2
max +η)

) 1
4 . Here Kmin and Kmax are the minimum and max-

imum frequencies that can be represented on the interface, heuristically chosen to
be Kmin = π and Kmax =

π

h for an interface of length one. Therefore µ∗ ∝ h−
1
2 . The

contraction factor of the Fourier modes in (18) is then bounded by ρ∗ = 1−O(
√

h).
We have seen that for the DG methods presented the penalty parameter enters as

Robin parameter in the equivalent continuous Schwarz method. The penalty param-
eter in DG methods is chosen such that it ensures coercivity of the bilinear form as
well as optimal convergence of the discrete approximation to the continuous solu-
tion.

Here we would like to comment only for LDG-H on how to choose µ such that
one obtains optimal convergence to the continuous solution and achieves fast con-
vergence of the block Jacobi iteration at the same time. For LDG-H, µ can be cho-
sen as O(1) or O(h−1). However using [3, Theorem 2.2], it can be shown that using
µ ∝ h−

1
2 for a class of DG methods in which LDG-H is also included yields an op-

timal convergence to the continuous solution and we have the following corollary.

Corollary 1. Let the discretization be LDG-H and consider the domain decomposi-
tion setting in section 3. Set µ = h−

1
2 on Γ I and µ = h−α for 0≤ α ≤ 1 on E \Γ I .

Then ‖uh− u‖0,Th ≤C hk+1, i.e. optimal approximation. Moreover the contraction
factor of the iterative domain decomposition method (block Jacobi), is bounded by
ρ = 1−O(

√
h) which cannot be improved for any other choice of µ on Γ I .
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Fig. 1 (left) asymptotic number of iterations required by the non-overlapping Schwarz method
using LDG-H. (right) unstructured mesh with the interface Γ I = {0.5}× (0,1).

4 Numerical experiments

We consider (η−∆)u = f in Ω and u = 0 on ∂Ω where we set η = 1, Ω = (0,1)2

and f such that the exact solution is u(x,y) = sin(πx)sin(2πx+ π

4 )sin(2πy) in Ω .
We illustrate the results in section 3 using a block Jacobi method as in (3) with
Γ I = {0.5}× (0,1) as interface on an unstructured mesh; see Fig. 1 (right).

The penalty parameter is usually chosen as µ = k2/he where k is the degree of
the polynomials; this would correspond to a very unusual high frequency approx-
imation of the DtN operator in the optimized Schwarz method, and thus strongly
affects the convergence rate. The convergence results in Fig. 2 are obtained by mea-
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Fig. 2 Block Jacobi method for LDG-H, minimal dissipation LDG, IP-H, LDG-H with µ∗ and
discretization error for P1 and P2.
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suring ‖u(n)h −uh‖0,Th , where uh is the mono-domain approximate solution and u(n)h
is the solution obtained at iteration n of the block Jacobi method for P1 and P2. It
is evident that IP-H and LDG-H converge faster than minimal dissipation LDG in
the block Jacobi iteration due to their transmission conditions. Moreover LDG-H
with µ∗ converges faster than LDG-H using µ ∝ h−1 since its parameter is chosen
as suggested by optimized Schwarz framework.

Fig. 1 (left) shows the number of iterations required for the block Jacobi method
to reduce the error to the machine precision for LDG-H with different penalty pa-
rameters on Γ I on a sequence of unstructured meshes. We show that for LDG-H
the contraction factor with “uniformly” optimal µ∗ behaves as predicted in Corol-
lary 1 and [5], i.e. ρ∗ = 1−O(

√
h), while with µ = O(1) or O(h−1) behaves like

ρ = 1−O(h).

5 Conclusions

We have shown that block Jacobi methods for DG discretizations correspond to
non-overlapping optimized Schwarz methods with Robin-, or Robin and Dirich-
let transmission conditions. This is in contrast to standard finite element methods,
where block Jacobi methods correspond to classical Schwarz methods with mini-
mal overlap and Dirichlet transmission conditions. In addition, we found that the
penalty parameter in certain DG method leads to a high frequency approximation
in the transmission condition of the optimized Schwarz method, which is not a very
good choice for the convergence of the Schwarz method. We are currently studying
a way to introduce a much better parameter for the convergence of block Jacobi,
without changing however the DG approximation properties.
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