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ARTIFICIAL HUMAN

AI = HUMAN 
INTELLIGENCE

Idea: resembles human 
intellectual abilities

Talking point: strong AI

ARTIFICIAL 
SUPERINTELLIGENCE

AI > HUMAN 
INTELLIGENCE

Idea: focuses on the optimal 
performance of the tasks

Talking point: singularity

SUPER-INTELLIGENT 
HUMAN

AI as a way to
HUMAN INTELLIGENCE+

Idea: expands human capacities

Talking point: transhumanism

What is our goal behind the idea of 
artificial intelligence?
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“Diversity, non-discrimination, fairness”

“The producer should be strictly liable

for defects in emerging digital

technologies even if said defects appear

after the product was put into

circulation, as long as the producer was

still in control of updates to, or upgrades

on, the technology. A development risk

defense should not apply.”

Due to exceptionally high risk of

discrimination, the use of artificial

intelligence is prohibited in

situations: [x], [y], [z].



Ethical principles, guidelines

+ balanced interests of multiple 
stakeholders

- lack of detail

Technology-specific legal provisions

+ additional certainty to the current 
regulatory landscape

- disregarded technological neutrality

A new set of rules for the AI

+ space for creativity, clear 
protective limits

- potential unawareness of 
positive future examples

Self-regulation 

+ highly adaptable standards 
created by industry participants

- values decided by a relatively 
small group of people

Regulatory options
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I am looking forward to your feedback!

Please do not hesitate to contact:

aurelija.serniute@tf.vu.lt or

Discussion
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